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Conditional Quantum Phase Gate between Two 3-State Atoms
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We propose a scheme for conditional quantum logic between two 3-state atoms that share a quantum
data bus such as a single mode optical field in cavity QED systems, or a collective vibrational state of
trapped ions. Making use of quantum interference, our scheme achieves successful conditional phase
evolution without any real transitions of atomic internal states or populating the quantum data bus. In
addition, it requires only common addressing of the two atoms by external laser fields.
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FIG. 1. A three-state atom interacting with an external laser
field (thin arrowhead line) and the cavity quantum field (thick
In this Letter, we present a new theoretical scheme for a
quantum phase gate between two 3-state atoms. By mak-
ing use of two-atom quantum interferences, our new

arrowhead line). The cavity field is detuned from atomic
resonance by � � !C � �!e �!1�, and differentially detuned
from the classical field by � � !L �!C.
Following the recent discovery of powerful applica-
tions for quantum computing algorithms [1,2], quantum
information science [3] has witnessed significant progress
and development on the experimental side. Among the
variety of systems being explored for hardware imple-
mentations for quantum logic, atomic ion traps and cavity
QED systems are favored because of their demonstrated
advantage when subjected to coherent manipulations.

Much experimental progress has been made with
trapped ions, ranging from the deterministic creation
of 4-ion internal state entanglement [4] and the generation
of arbitrary superposition states of the quantized ion
motion [5], to the high fidelity quantum gate operations
between two qubits [6]. While a high Q optical cavity
with atomic qubits inside is an early candidate for quan-
tum computation [7], it has been challenging to experi-
mentally realize its full promise. Several new protocols
[8,9] have included more advanced features such as com-
mon addressing of atoms during a gate operation, thus
have significantly raised the prospects for their experi-
mental realizations. In a recent paper [10], we delineated
some of the technical difficulties and proposed a new
theoretical protocol for conditional phase dynamics be-
tween two 4-state atoms [10]. Let us recount the current
difficulties with cavity QED base systems; (i) precisely
localizing each atomic motional wave packet (to ensure
the difficult Lamb-Dicke limit); (ii) obtaining a double
�-type, 6-state, level diagram for each atom as required
in the protocol of Ref. [7]; and (iii) individually address-
ing each atom during the gate operation when both atoms
are inside the cavity.

Recent developments in the synthesis of ion trap and
cavity QED systems have allowed attainment of the
Lamb-Dicke limit [11,12]. Such a composite system sug-
gests possibilities for quantum communication of infor-
mation stored in material atoms through cavity photons,
in addition to processing quantum gates between several
nearby atomic qubits.
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protocol significantly reduces the effect of cavity decay
and the atomic spontaneous emission during the gate
operation. Furthermore, the external control of the system
is made easier as the successful implementation of the
phase gate involves no real atomic transitions or the
presence of a cavity photon.

Our system consists of two 3-state atoms as in Ref. [8],
each with two stable ground states (j0i and j1i) for storage
of one qubit of quantum information, and an excited state
(jei) used for virtual transitions. In an experimental
implementation, the MF � 0 clock transition states of
alkali metal atoms are ideal candidates for the ground
states because of their insensitivity to residual magnetic
fields. Both atoms are assumed to couple (off-resonantly)
to an external laser field and the same single photon mode
of the cavity as illustrated in Fig. 1 below.

We combine the coupling of the cavity with the effect
of a classic light field in order to create a dynamical Stark
effect for the state j1; 1i and to leave the states
j0; 0i; j0; 1i, and j1; 0i, i.e., implementing the conditional
phase (�) gate given by the following unitary evolution
2003 The American Physical Society 097902-1



FIG. 2. The dominant transition path starting from state
j1iAj1iBj0iC.
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j0iAj�iB ! j0iAj�iB; � � 0 or 1;

j1iAj0iB ! j1iAj0iB;

j1iAj1iB ! ei�j1iAj1iB;

(1)

between the two atoms A and B. The coupling of the
cavity does not shift the computational states, but it
prepares the higher lying levels such that the classical
light field shifts the j1; 1i state, whereas the mixed states
j0; 1i and j1; 0i remain unchanged due to a two-level
interference. The phase gate is then realized by letting
the system evolve in the classical light field until the
desired phase shift is accomplished.

The Hamiltonian for our model, including atomic
spontaneous emission and cavity decays, is identical to
that considered in Ref. [8] for a dynamical Stark phase
gate between two trapped ions in a optical cavity.

H �HA �HB �HC;

H��A=B � �h
�
!e � i

�

2

�
jei�hej � �h!1j1i�h1j

�
1

2

��jei�h1je�i!Lt � g�jei�h1jc� h:c:�;

HC � �h�!C � i��cyc;

(2)

where HA=B is the Hamiltonian for atom (A=B) interact-
ing with the cavity mode and the external laser fields. �L
is the Rabi frequency of the external laser field (jei $ j1i)
at frequency !L and g� is the single photon coherent
coupling rate (jei $ j1i) of the cavity field. � denotes
the atomic spontaneous emission rate, and � stands for
the (oneside) cavity decay rate. We neglect the position
dependence of the cavity-atom coupling g��~rr�� by as-
suming the Lamb-Dicke limit.

Our scheme works in the following limits: (i) both the
external laser and the cavity field are strongly detuned,
i.e., j�j � �; �; j��j; jg�j, and j�j � 0; and (ii) jg�j >
j��j and jg�j2 � �� as required for the strong coupling.
The dynamic Stark gate of Ref. [8] works when the
classical field is resonant with the unperturbed atomic
transition jei $ j1i, i.e., !L � �!e �!1�, or � � ��.
Therefore, it is more sensitive to the atomic decay �.
Our protocol, to be discussed below, works when both
fields are strongly detuned and are resonant with each
other, i.e., �� 0. It works with reasonably small losses
due to both � and �. A small, but nonzero � allows for fine
tuning and optimization of both gate time and fidelity.
Even with currently available parameters of g� �
�2��100 (MHz) and �� � �2��20 (MHz), the gate
operation time is expected to be less than 1 ��s�.

In the following, we analyze in detail the two quan-
tum interference transitions of the combined atom �
cavity system that lead to the required conditional phase
dynamics Eq. (1). We assume that �A � ��B � � and
g� � g. The latter condition can be easily established if
we have the control over atomic positions inside the
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cavity. The first condition can be met when the plane
wave laser field intersects from the side of the cavity
such that the wave front delay between the two atoms (a
distance ~dd apart) corresponds to an odd number of �, i.e.,
exp�i~kkL � ~dd� � �1.

Within the above specific regime of parameters, the
state j0iAj0iB experiences no dynamics because the hy-
perfine splitting !10 is much larger than j�j in all prac-
tical implementations. The state j1iAj1iB, on the other
hand, accumulates a phase shift that increases linearly
with time. As illustrated in Fig. 2, it couples first to the
antisymmetric one atom excited state jAi � �jeiAj1iB �
j1iAjeiB�=

���
2

p
because the choice of ��. The state jAi,

however, cannot couple to the one cavity photon state
j1iAj1iBj1iC because of the choice g� � g. In fact, state
j1iAj1iBj1iC is only coupled to the symmetric state jSi �
�jeiAj1iB � j1iAjeiB�=

���
2

p
. Further coupling to the two-

atom excited state from jAi is weakened because the
detuning is at least twice as large. Thus the only dynamics
for state j1iAj1iB is a constant rate of its phase due to the
ac Stark shift induced by the classical field �, which we
find to be��t� � �tj�j2=2��� ��when both decay rates
are ignored.

Now let us look at states j0iAj1iB and j1iAj0iB. It turns
out that they accumulate no phase shifts at all as long as
�� 0, again due to an interesting quantum interference.
In this case the dominant transition paths are the single
photon resonances between the classical and cavity fields
as illustrated in Fig. 3. In the limit of jgj � j�j, these
resonant transitions become essentially summed by
adopting the dressed state basis as in the standard
Jaynes-Cummings model. All excited states then assume
a doublet manifold given by

j�; ni � sin�j1ijn� 1i � cos�jeijni;

j�; ni � cos�j1ijn� 1i � sin�jeijni;
(3)

with the corresponding eigenvalues E��n� � ��=2������������������������������������������
�2=4� jgj2�n� 1�

p
. The mixing angle � is determined

from tan�2�� � �2g
������������
n� 1

p
=�. For n � 0, the above
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FIG. 5 (color online). The success rate for selected system
parameters.

FIG. 3. The dominant single atom transition paths starting
from atomic states j1iAj0iB or j0iAj1iB and an empty cavity.
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eigenvalues also represent the detunings of states j�; 0i
from the external laser field at !L � !C.

The weak classical field � then simply drives the atom
from the ground state j1i�j0iC to the first excited state
doublet as in Fig. 4. Higher excited doublets are ignored
again because of the large detuning. The ac Stark shift of
the ground state j1iAj0iC then simply results from the
summation of the respective shifts of the doublet j�; 0i.
It is an easy exercise to show that the shift from the upper
state j�; 0i (negatively detuned) exactly cancels that from
the lower state j�; 0i (positively detuned), i.e.,

�10 � �
j�j2 cos2�
4E��0�

�
j�j2 sin2�
4E��0�

� 0: (4)

We have performed extensive numerical simula-
tions with the full Hamiltonian Eq. (2). When both
decays are ignored by taking � � � � 0, we find the
above analytical insights to be completely accurate,
i.e., we indeed execute the conditional phase gate Eq. (1).
In fact, we find that the gate works with almost perfect
(>99% fidelity) even beyond the limit that our inter-
ference based analysis implies, except that states
j1iAj0iB and j0iAj1iB now also accumulate phases �A�t�
and �B�t�, respectively. The conditional phase then be-
comes��t� ��A�t� ��B�t�, still approximately given by
�tj�j2=2��� ��. The phase gate of Ref. [8] involves a
Rabi oscillation between state j1iAj1iB and jAi. Thus it is
less tolerant to residual phase shifts for states j1iAj0iB
or j0iAj1iB.
FIG. 4. The dominant single atom transition paths starting
from atomic state j1iAj0iB or j0iAj1iB and an empty cavity, in
the dressed state picture.
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Figure 5 shows selected results for the dependence
of the phase gate success rate on system parameters for
� � 0:08jgj and � � 0:05jgj (jgj2 � 250��). The success
rate is defined as the probability of the system (atom �
cavity) not undergoing any spontaneous emissions during
the gate operation. Quite promising rates are obtained
over a broad range of system parameters. The corre-
sponding fidelities are always approaching being perfect
(F � 99:9%).

In Fig. 6, we display the dependence of the optimal
success rate on the relative phase ! between �A � ei!�
and �B � ��. We see that the dependence is small. For
! � 0, transitions from state j1iAj1iB in Fig. 2 become
modified in similar ways to those in Fig. 3 except the
excited state is now a linear combination of jAi and jSi.
A similar reduction to doublet structures as in Fig. 4
occurs since jgj � j��j. Thus the complete diagram is
still essentially closed; now, however, the phase accumu-
lation rate becomes smaller due to the cancellation of ac
Stark shifts from the first excited doublet.

Although the limit of jgj2 � �� is a challenging pur-
suit [13], it can nevertheless be expected to be reached
with optical cavity QED based systems soon [14,15].
Conversely, for the state of art ion traps, � can be made
FIG. 6 (color online). The dependence of optimal success rate
on ! for several choices of system parameters: � � � � 0 (dot-
dashed), � � 0:05jgj, � � 0 (dashed line), and � � 0:08jgj,
� � 0:05jgj (solid line).

097902-3



FIG. 7. An equivalent configuration of Fig. 1 for trapped ions.
The internal state j0i and its associated vibrational band is not
drawn as !10 � !C.

FIG. 8 (color online). Same as in Fig. 5 but for � � 0:05jgj
and � � 0.
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exceedingly small and � can be lowered using Raman
transitions [4]. We now show that our model maps per-
fectly to an ion trap setup [16]. For the same type 3-state
atoms as illustrated in Fig. 1, the sideband of their col-
lective vibrational mode is shared by the two atomic ions.
We will use two external classical fields; one running
wave drives the single atomic ion (off resonantly) at the
carrier frequency j1i�jniC $ jei�jni (insensitive to the
motion); and the other drives the red motional sideband as
illustrated in Fig. 7. The equivalent cavity coupling g�
then becomes in this case R�, the Rabi frequency for the
second laser (much stronger than the first one at the
carrier frequency) times its respective Lamb-Dicke
parameters of the harmonic vibration for each of the
atoms !� [17]. The Hamiltonian of the system is then
again described by Eq. (2), except now the index ‘‘C’’
refers to the collective vibrational state and cy (c) denotes
the creation (annihilation) of a vibration quanta. We will
require j�j � !C to prevent any internal excited state
with a nonzero vibrational quanta from participating in
the gate dynamics.

If the collective center of mass vibrational mode is
used, then !� � !, the same as in the cavity QED model.
We could also use the two ion breathing mode, then !A �
�!B, which leads to gA � �gB � g. If we then take
�A � �B � � instead, the same theory as developed
above applies.

In Fig. 8, we show selected results of the success rate
for � � 0, a situation close to an ion trap implementation.

In conclusion, we have discovered a new protocol for
performing a quantum phase gate between two atomic
qubits. We have explained its operating mechanism in
terms of quantum interference effects. In addition, our
protocol can also be explained in terms of a quantum
Zeno subspace [18] or an environment induced decoher-
ence free space as in other cavity QED based theories
[8,19]. We believe this new protocol is more advantageous
when compared to other known cavity QED protocols. It
requires only common addressing of the two atoms dur-
ing the gate operation; it uses three internal states for each
atomic qubit, and applies to both cavity QED and trapped
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ion systems. Furthermore, its successful implementation
involves no real transitions of atomic states or populating
the cavity or the collective motional state quantum data
bus. In the ideal operation limit, this protocol thus be-
comes reasonably insensitive to motional dephasing or
heating because the Stark phase due to an external plane
wave laser is position independent.
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