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Local Symmetry Breaking by Impurities and Mode Splitting in Doped SmS
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We introduce the idea of local symmetry breaking by impurities to explain the recently observed
splitting of the J � 0 ! 1 propagating excitation in doped Sm1�xYxS. While preserving the global
cubic symmetry of the crystal, Y impurities change the local crystal-field environment of each Sm ion
from cubic to tetragonal, thereby splitting the J � 1 triplet into a mi � J � 0 level with energy �1 and a
mi � J � �1 doublet with energy �2 > �1. A model with a randomly oriented quantization axis mi
fits not only the observed mode frequencies but also their intensities, which strongly depends on the
wave vector.
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FIG. 1. The (a) measured mode frequencies and (b) relative
intensity of the low-frequency mode for Sm1�xYxS with x �
0:17, 0.25, and 0.33 along the (111) direction at 17 K. Solid lines
boundary. This Letter demonstrates that Y impurities
cause the observed mode splitting by breaking the local

are two-parameter fits (�1 and �2) to both the frequencies and
relative intensities using the exchange couplings of pure SmS.
Materials with singlet ground states occupy an impor-
tant place in condensed-matter physics [1–3] as testing
grounds for ideas of magnetic coupling and spin-orbit
interactions. One of the most important such materials
is SmS, which contains a J � 0 ground state and a triply
degenerate J � 1 excited state at energy � � 36:2 meV,
both constructed from the S � 3 and L � 3 Sm2� ion in a
4f6 configuration. Because of the magnetic coupling be-
tween different Sm ions, the J � 0 ! 1 excitation propa-
gates through the crystal with a sizable dispersion,
which was theoretically predicted by a number of authors
[4–7] prior to its measurement by Shapiro et al. [8] over
25 years ago. One of the original motivations [9,10]
for studying Sm monochalcogenides was to determine
whether Sm is in a mixed Sm2�=Sm3� valence state
with an admixture of 4f55d1. While there is no clear
evidence for such an admixture in pure SmS, the 4f5 state
can be produced by either pressure or by doping with Y,
which applies an internal chemical pressure. External
pressures above about 6.5 kbar [11] or Y concentrations
above about 25% [12,13] transform the sample from a
black semiconductor into a gold-colored metal. Because
of the low carrier concentrations and strong Coulomb
interactions, the mixed-valence state in the semiconduc-
tor probably involves the formation of a local bound state
[3,14–16], which dissociates in the metallic phase.

Recent neutron-scattering measurements taken by
Alekseev et al. [17] and plotted in Fig. 1 indicate that
the J � 0 ! 1 propagating excitation in doped Sm1�xYxS
splits into two for x > 0. There are two very surprising
features of this data. First, the split modes remain well
defined even for x > 0. Second, the mode intensities are
strong functions of the wave vector. Whereas the low-
frequency mode dominates at the zone center, it contains
only about 1=3 of the total weight at the (111) zone
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cubic symmetry about each Sm ion, thereby separating
the J � 1 triplet into a mi � J � 0 level with energy
�1 < � and a mi � J � �1 doublet with energy
�2 > �. In contrast to the recent proposal [18] that the
mode splitting in doped Sm1�xYxS is caused by its mixed
valence, our simple model with randomly oriented quan-
tization axis mi can fit not only the mode frequencies but
also their intensities.

The Hamiltonian of pure SmS can be written as H �
H0 � Hex where

H0 � �
X
i

Li � Si; (1)

Hex � �
X
i;j

JijSi � Sj (2)

are the spin-orbit energy and exchange interaction. The
local S � 3 and L � 3 levels of the 4f6 ion are given by
the spin-orbit energy �L � S � �J�J � 1	=2� 12�.
Hence, the J � 0 ground state and the J � 1 excited
states are separated by energy �. Since � � 36 meV
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and the exchange couplings are much smaller than �, the
J � 2 level with relative energy 3� can be ignored below
room temperature.

Applying the random-phase approximation (RPA) to
the equations of motion for the Green’s functions at T � 0
in the paramagnetic regime [19] yields the mode fre-
quency [4,5]

!�q	2 � �2 � 16J�q	�: (3)

Fits to the neutron-scattering data [8] indicate that at low
temperatures � � 36:2 meV, J1 � 0:043 meV, and J2 �
0:025 meV, where J1 and J2 are the nearest and next-
nearest neighbor couplings on an fcc lattice. The third-
nearest neighbor coupling J3 was found to be much
smaller than J2.

Although they preserve the global cubic symmetry of
the crystal, Y impurities break the local cubic symmetry
around each Sm ion. For small Y concentrations, the local
crystal-field environment around each Sm2� becomes
tetragonal with quantization axis mi pointing towards
the nearest Y impurity. Whereas the J � 0 ground state
jG1i is unaffected, the J � 1 excited states split into a
singly degenerate mi � J � 0 level jG2i with energy �1

and doubly degenerate mi � J � �1 levels jD�i with en-
ergy �2. Our model treats the quantization axis mi as a
random vector but neglects local variations in the ener-
gies �i. Since the propagating J � 0 ! 1 excitations are
not directly affected by the admixture of a J � 5=2, 4f5

state, we also ignore the mixed valence of the Sm ions.
Despite these oversimplifications, our model explains all
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important features of the data, even in the metallic state
with x � 0:25 and 0.33.

To obtain the mode frequencies at T � 0, we evaluate
the retarded Green’s function,

G��
ij �!	 � �i

Z 1

0
dtei!th�Si��t	; Sj��0	�i: (4)

This calculation is performed in two steps: First, we
obtain the local Green’s functions G�0	

ij �!	 � �ijG
�0	
i �!	

with Jij � 0 in the fixed, laboratory reference frame; then
we use the RPA to obtain the full Green’s functions.

Start by considering the local Green’s functions in a
local reference frame where z is parallel to mi. We shall
need the nonzero matrix elements of S between the
ground state and the three excited states: hG2jSzjG1i �
2 and hD�jS�jG1i � �hD�jS�jG1i � �2

���
2

p
. Also bear

in mind that the ground state jG1i is nonmagnetic with
hG1jSjG1i � 0. After inserting a complete set of states
into Eq. (4), it is easy to show that the local Green’s
function in the local reference frame is given by
�GG�0	

���!	 � ���g��!	, where gx�!	 � gy�!	 � g2�!	 �
8�2=d2, gz�!	 � g1�!	 � 8�1=d1, and di � !2 � �2

i .
We must now relate the coordinate system of the fixed,

laboratory reference frame to the coordinate system of the
local reference frame at site i. The basis vectors of the
local coordinate system at site i are obtained by rotating
the basis vectors x, y, and z of the laboratory coordinate
system by angle �i about the unit vector ai � x cos�i �
y sin�i. Then in terms of the spin Si in the laboratory
reference frame, the spin in the local reference frame is
Si � UiSi, where
Ui �

0
@ cos2�i � cos�i sin

2�i
1
2�1� cos�i	 sin2�i � sin�i sin�i

1
2�1� cos�i	 sin2�i sin2�i � cos�i cos

2�i sin�i cos�i

sin�i sin�i � sin�i cos�i cos�i

1
A (5)

is a unitary matrix (its inverse is obtained by taking �i ! ��i). So the local Green’s function in the laboratory reference
frame is given by

G�0	
i �!	 � U�1

i
�GG�0	�!	Ui � g2�!	I � �g1�!	 � g2�!	�Ei; (6)

where I is the unit matrix and

Ei �

0
@ sin2�i sin

2�i � sin2�i sin�i cos�i sin�i cos�i sin�i

� sin2�i cos�i sin�i sin2�i cos
2�i � sin�i cos�i cos�i

sin�i cos�i sin�i � sin�i cos�i cos�i cos2�i

1
A (7)
depends on the angles of the local quantization axis at
site i.

The full Green’s function Gij�!	 is calculated by using
a real-space version of the RPA which assumes that each
site is visited just once. This is equivalent to a zeroth-
order approximation [2,20] in 1=z, where z is the coordi-
nation number of the lattice. The resulting expression is

Gij�!	 � G�0	
ij �!	 � 2

X
l;m

G�0	
il �!	J�l � m	Gmj�!	; (8)

where the local Green’s function G�0	
ij �!	 � �ijG

�0	
i �!	 is

taken from Eq. (6).
There are three important cases of Eq. (8): in the
absence of disorder with �1 � �2 (case I); in the presence
of disorder with �1 � �2 and a random quantization axis
(case II); and in the presence of a uniform strain field with
�1 � �2 and a fixed quantization axis (case III). When
�1 � �2 (case I), g1�!	 � g2�!	 � g�!	 and G�0	

i �!	 �
g�!	I. It follows that Gij�!	 � Gij�!	I is spin diagonal
and satisfies the Fourier-transformed relation,

G�q; !	 � g�!	 � 2g�!	J�q	G�q; !	: (9)

We then recover the mode frequencies of Eq. (3) despite
247203-2
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the arbitrary orientation of the quantization axis at every
site. So when the local Sm2� environment is cubic, the
mode frequencies do not depend on the choice of local
quantization axis.

For doped Sm1�xYxS, the degeneracy of the J � 1
levels is broken by the Y impurities so that �1 � �2 and
the quantization axis is random (case II). The RPA ex-
pression is then greatly simplified by averaging over the
angles �i and �i of the quantization axis in the local
Green’s function. This procedure is tantamount to a
virtual crystal approximation (VCA) [20] and leads to
the simple results Ei ! I=3 and G�0	�!	 ! �g1�!	 �
2g2�!	�I=3: Therefore, the full Green’s function Gij�!	
is again spin diagonal and obeys

G�q; !	 � 1
3 �g1�!	 � 2g2�!	� � 2

3�g1�!	 � 2g2�!	�

� J�q	G�q; !	: (10)

A quadratic equation for !2 finally yields the mode
frequencies for case II:
247203-3
d1d2 �
16

3
J�q	�2�2d1 ��1d2	 � 0; (11)

which is satisfied by Eq. (3) when �1 � �2. Within the
RPA and VCA, these modes are well defined even when
�1 � �2. But a more sophisticated analysis would un-
doubtedly reveal that the random orientations of the
quantization axis cause the modes to be damped.

For pure SmS, longitudinal fluctuations on site i (cor-
responding to transitions from jG1i to jG2i) remain lon-
gitudinal as they propagate through the lattice; similarly
for transverse fluctuations (transitions from jG1i to jD�i).
In the random alloy, longitudinal or transverse fluctua-
tions on one site obtain a mixed component when they
propagate to a nearby site with a rotated quantization
axis. This behavior is easier to see in the local reference
frame, where the locally longitudinal and transverse fluc-
tuations couple to one another when J�q	 � 0.

From Eq. (10), we obtain the neutron-scattering inten-
sity,
S�q; !	�� � ����
8

3"
Im

�
2�2d1 ��1d2

d1d2 � 16J�q	�2�2d1 ��1d1	=3

	
!!!�i"

; (12)
FIG. 2. The fitting results for �1 and �2 from the data in
Fig. 1. Also plotted is the weighted average of the two gaps.
which is isotropic and reduces to the proper result when
�1 � �2. At the (111) zone boundary, J�q	 � �6J2 is
very small. Hence, the modes at the zone boundary are
almost local with frequencies !1 � �1 and !2 � �2.
Because mode 2 is locally transverse and mode 1 is
locally longitudinal, the ratio of their intensities at the
zone boundary should be roughly 2 to 1. Experimentally,
the high-frequency mode dominates near the zone bound-
ary with relative weight r2 � 2=3. It follows that �2 >
�1 or that the J � 1, mi � J � �1 doublet lies higher in
energy than the J � 1, mi � J � 0 singlet. Away from the
zone boundary, J�q	 becomes quite large and the mixing
of the locally transverse and longitudinal fluctuations
shifts the weight between the two modes.

Fits of this model to the measured mode frequencies
and intensities along the (111) direction are plotted by the
solid curves in Fig. 1, where the exchange couplings J1
and J2 are fixed by their values in pure SmS and J3 is set
to zero. Considering the simplicity of our model, these fits
are quite good and describe all important features of the
data. Results for the fitting parameters �i are plotted in
Fig. 2 and reveal that the weighted average ��� � �2�2 �
�1	=3 is little changed by doping. This confirms our
conjecture that the local symmetry around each Sm2�

ion is tetragonal. The difference �2 ��1 between the two
gaps begins to collapse at x � 0:33, which may arise from
the change in the local, crystal-field environment from
tetragonal to spherical as the number of Y impurities
increases.

As already suggested, the shift in intensity between the
low- and high-frequency modes results from the mixing
of locally longitudinal and transverse fluctuations. If the
quantization axis mi � z were the same at every site
(case III), such as in a crystal with uniaxial strain along
the z axis, then G�0	�!	 would be spin diagonal with
G�0	

xx �!	 � G�0	
yy �!	 � g2�!	 and G�0	

zz �!	 � g1�!	. It fol-
lows that G�q; !	 is likewise spin diagonal with
Gxx�q; !	 � Gyy�q; !	 � A2�q; !	 and Gzz�q; !	 �
A1�q; !	, where

Ai�q; !	 � gi�!	 � 2gi�!	J�q	Ai�q; !	: (13)

Hence, the mode frequencies !i (i � 1; 2) in case III
satisfy

!2
i � �2

i � 16J�q	�i; (14)

which agrees with the result of Hsieh [6]. While such a
model can easily fit the observed mode frequencies, the
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high-frequency, transverse mode would always have
roughly twice the weight as the low-frequency, longitu-
dinal mode so that r1 � 1=3 for all q. Thus, the observed
shift in mode intensities with wave vector implies that
the quantization axis must vary from site to site.

Although our simple model explains all important
features of the neutron-scattering data, it is far from
complete. A more sophisticated model for the mode
splitting in Sm1�xYxS would account for the short-range
correlations in the orientations of the quantization axis
and for the local variations in the energy gaps �1 and �2,
which may be expected to depend on the concentration of
nearby Y impurities. However, the most serious short-
coming of our model is that it neglects the mixed valence
of the Sm ions, which may be responsible for the unusual
behavior of other singlet ground-state materials [3,14–16].

Indeed, a very recent paper [18] argues that the mode
splitting in the x � 0:17 sample of Sm1�xYxS is caused by
its mixed- valence. To explain the neutron-scattering in-
tensities, the authors of Ref. [18] introduce an arbitrary
q-dependent hybridization between two modes with fre-
quencies given by Eq. (14). If the mode splitting were
caused by the mixed-valence of doped Sm1�xYxS, then
the mode frequencies and intensities should display some
signature of the semiconductor-to-metal transition at
x � 0:25. The mixed-valence also fails to explain the
roughly 2 to 1 ratio of the mode intensities at the zone
boundary for each x. By contrast, local symmetry break-
ing provides a natural explanation for both the mode
splitting and the neutron-scattering intensities for all Y
concentrations.

A simple experiment to test the predictions of this
paper would subject a doped sample of Sm1�xYxS to
uniaxial strain (say in the z direction). As the tetragonal
distortion along the z direction dominates over the ran-
dom distortions produced by the Y impurities, the local
quantization axis at every site will rotate towards z and
the modes will become purely transverse or longitudinal
with respect to z, as in case III discussed above.
Consequently, the relative intensity of the low-frequency
mode will drop to r1 � 0:33 across the Brillouin zone.

In summary, we have introduced the idea of local
symmetry breaking to explain the mode splitting and
neutron-scattering intensities in doped Sm1�xYxS.
Although quite simple, this model successfully describes
all important features of the data. Local symmetry
breaking by random impurities may also play an impor-
tant role in many other systems.
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