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Conduction Block in One-Dimensional Heart Fibers
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We present a nonlinear dynamical systems analysis of the transition to conduction block in one-
dimensional cardiac fibers. We study a simple model of wave propagation in heart tissue that depends
only on the recovery of action potential duration and conduction velocity. If the recovery function has
slope � 1 and the velocity recovery function is nonconstant, rapid activation causes dynamical
heterogeneity and finally conduction block away from the activation site. This dynamical mechanism
may play a role in the initiation and breakup of spiral waves in excitable media.
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FIG. 1. Schematic diagrams to illustrate the determinants of
wave propagation dynamics in cardiac tissue. (a) Left: action
potentials in a single cell. Right: action potential duration
recovery. The dynamics of a cell are determined by its D
recovery function and by the local activation interval T
through the relationship Tn � In �Dn. (b) An activation
wave propagates down a 1D fiber made up of 150 coupled cells.
(c) Left: the local activation interval at a particular site x is
determined by the pacing period 	 and by the conduction
delays (
1 and 
2) required for a wave to reach that site.
Right: conduction velocity recovery. The conduction delays
dynamics of wave propagation in cardiac tissue (Fig. 1). D are determined by the conduction velocity recovery function.
Complex spatiotemporal patterns, including spatiotem-
poral chaos, are found in a broad class of driven sys-
tems [1,2]. A pattern of particular interest is ventricular
fibrillation, a heart rhythm disturbance in which disor-
dered wave propagation causes a fatal disruption of the
synchronous contraction of the ventricle. Ventricular
fibrillation is thought to be a state of spatiotemporal chaos
consisting of the perpetual nucleation and disintegration
of spiral waves [3,4], in association with a period dou-
bling bifurcation of local electrical properties [5–8].
Nucleation of the initiating spiral wave pair is caused
by local conduction block (wave break) secondary to
spatial heterogeneity of electrical properties [3,4,9].
Although intrinsic heterogeneity exists in the ventricle
[10], purely dynamical heterogeneity is sufficient to cause
conduction block in one-dimensional models [11,12]. It
has also been shown experimentally that rapid periodic
pacing produces dynamic spatiotemporal heterogeneity
of cellular electrical properties and conduction block in
canine Purkinje fibers [11]. These behaviors result from
the interplay between local period-2 dynamics and con-
duction velocity dispersion. Previous work has thor-
oughly explored the transition from a homogeneous
state in which the period-2 dynamics is manifest as
concordant alternans to a spatially heterogeneous state
in which the alternans are discordant [12].

In this Letter, we concentrate on the transition from
discordant alternans to conduction block. We present a
novel nonlinear dynamical systems analysis which shows
that discordant alternans and conduction block depend on
two dynamical ingredients. One is a monotonically in-
creasing conduction velocity function. The other is a
period doubling bifurcation that can arise when a recov-
ery system is driven sufficiently rapidly. We show numeri-
cally and analytically that these dynamical ingredients
force an initially homogeneous system (concordant alter-
nans) into a spatially heterogeneous state (discordant
alternans), and finally to a state in which conduction
block occurs away from the activation site.

The recovery properties for action potential duration
(D) and conduction velocity (V) are determinants of the
0031-9007=02=89(19)=198101(4)$20.00 
and V for a given action potential (Dn�1 and Vn�1, re-
spectively) are functions of the preceding rest interval
(In) between action potentials [13–16]. If the recovery
function Dn�1 � f�In� has a slope � 1, a period doubling
bifurcation occurs as the time interval between activa-
tions is shortened [13–16]. This bifurcation is manifest as
a beat-to-beat, long-short alternation of D and I called
alternans. Alternation of I also causes an alternation of V,
where Vn�1 � c�In� is the conduction velocity recovery
function. Alternation of V influences action potential
propagation and the spatial distribution of D along a
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FIG. 2. Dn and �Tn � Tn � 	 versus cell number in the no
spatial coupling model for two consecutive beats (dashed line,
beat n; solid line, beat n� 1). Stimuli were delivered to cell 1
and activation propagated to cell 150. 	 � 220 msec in (a),
210 msec in (b). (a) Steady state discordant D alternans. Note
the discontinuity in Dn. (b) Steady state 2:1 conduction block.
The inset shows the T differences in the first 70 cells.

VOLUME 89, NUMBER 19 P H Y S I C A L R E V I E W L E T T E R S 4 NOVEMBER 2002
cardiac fiber [17,18], such that the long-short D pattern at
one end of the fiber reverses phase and becomes a short-
long pattern at the other end. This phenomenon, known as
discordant alternans, has been observed in experimental
studies in isolated hearts [19,20] and heart fibers [11], as
well as in simulations of homogeneous one-dimensional
cables [17,18] and coupled-map lattices [12,17,18]. If the
time interval between activations is decreased further, a
transition to local 2:1 conduction block occurs [11,12]. It
should be noted that discordant alternans need not neces-
sarily be involved in the transition to 2:1 block, as has
been observed in, for example, Ref. [21].

The model we have used to study these dynamical
behaviors is a coupled-map model of a one-dimensional
cardiac fiber [12,22,23], based on the equation

In�1�xi� � Tn�1�xi� �Dn�1�xi�: (1)

Tn�1�xi� is the time interval between activations of site xi.
It is determined by including the time delays caused by
the propagation from the pacing site to site xi. This yields

Tn�1�xi� � 	�
Xi
j�0

�x
Vn�1�xj�

�
�x

Vn�xj�
; (2)

where 	 is the time interval between activations applied
to the pacing site and �x � 0:1 is the length of a
single cell (time units in msec and space units
in mm). The conduction velocity Vn�xi� depends only on
I through the velocity recovery function Vn � c�In� given
by c�I� � 0:5�1:430� 1:150e�0:075I � 0:670e�0:150I �
1:340e�0:225I�. The D recovery function is f�I� �

220
1�e�20�I�=40 with conduction block modeled by set-
ting f�I� � 0 for I < Imin � 2. All parameters were taken
from Ref. [11] and chosen to produce semiquantitative
agreement with experiments done in Purkinjie fibers.
[The exact form of these equations and choice of parame-
ters are not important. Similar results are obtained from
other functions chosen to have different algebraic forms
but similar shapes, such as f�I� � 88� 122

1�e�40�I�=28

and c�I� � 0:7�1� e�2�I�=10�.] Coupling between
sites is included using a weighted averaging of Dn�1�xi�
[23]: Dn�1�xi� �

P�
j��� e

��j2f�In�xi�j��=
P�

j��� e
��j2

with � � 50, � � 0:06. If the index � falls outside the
length of the cable (150 cells), that term is not included in
the sums. Weighted averaging models the electrotonic
current that flows out of (into) a cell and into (out of)
its neighbor if the action potential of the first cell is longer
(shorter) than that of its neighbor. The defining equation
for the model is therefore

In�1�xi� � 	�
Xi
j�o

�x
c�In�1�xj��

�
�x

c�In�xj��
�Dn�1�xi�:

(3)

Numerical iteration of Eq. (3) produced discordant alter-
nans and conduction block similar to experimental ob-
servations, as has been reported elsewhere [11].
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Analysis of this model is complicated by the spatial
averaging term in Eq. (3). If we eliminate spatial averag-
ing from the model for analytic simplicity, we obtain

In�1�xi� � 	�
Xi
j�o

�x
c�In�1�xj��

�
�x

c�In�xj��
� f�In�xi��:

(4)

Iteration of this difference equation produces discordant
alternans [Fig. 2(a)], although, as discussed in [12], the
transition between long-short and short-long regions is
discontinuous. If we continue to decrease the activation
interval, conduction block occurs [Fig. 2(b)]. Thus, the
coupling term is not required for conduction block.

We develop an analytical understanding of the mecha-
nism for conduction block by making two simplifying
assumptions to Eq. (4). First, we take the continuum
limit, turning the sums into integrals. Second, we take
a derivative with respect to space, producing an infinite
system of coupled ordinary differential equations
(ODEs), one ODE for each value of the index n

d
dx

In�1�x� �
1

c�In�1�x��
�

1

c�In�x��
� f0�In�x��

d
dx

In�x�;

(5)

where f0�I� � @f
@I . Next, we seek a period-2 solution in

time, which reduces the problem to two coupled ODEs
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d
dx

I1�x� �
�

1

c�I1�x��
�

1

c�I2�x��

�
f1� f0�I2�x��g

f1� f0�I1�x��f
0�I2�x��g

;

(6)

d
dx

I2�x� �
�

1

c�I2�x��
�

1

c�I1�x��

�
f1� f0�I1�x��g

f1� f0�I1�x��f0�I2�x��g
:

(7)

We now treat this as a dynamical system (with x playing
the role of time) and analyze the system in the �I1; I2�
plane. We identify four constraints of motion in the plane.
(i) Conduction requires that the intervals I1 and I2 are >
Imin [Fig. 3(a)]. (ii) Period-2 solutions are unstable if

jf0�I1�f
0�I2�j � 1 (8)

[Fig. 3(a)]. This condition is obtained from the linear
stability of the period-2 solution. (iii) The first cell in
the fiber (boundary condition at x � 0) has an activation
interval T equal to 	. Therefore, at x � 0, we have

	 � T1 � I1 �D1 � I1 � f�I2�; (9)

	 � T2 � I2 �D2 � I2 � f�I1�; (10)

I1 � f�I2� � I2 � f�I1�: (11)

The boundary condition defines a curve in phase space
on which the first cell lies [Fig. 3(b)]. Equation (9) de-
scribes a two-dimensional surface in �I1; I2; 	� space.
Equation (10) is a reflection of that surface through the
plane I1 � I2. Thus, the boundary condition Eq. (11) is the
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FIG. 3. Phase plane constraints. (a) The short-dashed curve is
the stability boundary for period-2 solutions, given by Eq. (8).
Inside this curve period-2 solutions are unstable. The vertical
and horizontal short-dashed lines are at Imin. These lines and
the stability curve also appear in (b) and (c). (b) The long-
dashed curves are the boundary conditions for x � 0 given by
Eq. (11). The long-dashed diagonal is the period-1 solution,
while the long-dashed curve is the period-2 solution. These
curves also appear in (c). (c) The solid curve is the period-2
curve given by Eq. (12) with 	 � 220 msec. The dot is the first
cell in the fiber.
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intersection of these surfaces projected onto the �I1; I2�
plane. (iv) To fix the initial condition at x � 0, we require
that the solution is period 2 in time with a period of 2	.
This gives

I1 � f�I1� � I2 � f�I2� � 2	: (12)

This equation describes another surface in �I1; I2; 	�
space. Choosing a specific 	 slices this surface, yielding
the period-2 curve. Because we look only for period-2
solutions [Eqs. (6) and (7)], every point on the fiber lies on
this curve [solid curve in Fig. 3(c)]. The intersection of the
period-2 curve with the boundary condition constraint
defines the location of the first cell in the fiber. (The
intersection with the diagonal is the unstable period-1
solution and is ignored.) These constraints depend only on
the D recovery function. The V recovery function plays a
role in determining the flow on the period-2 curve. As one
moves down the fiber, the flow in phase space is toward
the diagonal I1 � I2 [for example, if I1 > I2, then this
follows from Eqs. (6) and (7) because c�I� is monotoni-
cally increasing] [Fig. 4(a)]. The critical length for dis-
cordant alternans is thus the distance traveled along the
fiber until the period-2 instability is reached [Fig. 4(a)].
Calculating this distance by integrating Eqs. (6) and (7) is
difficult, due to singular behavior at the instability bound-
ary. If the length of the cable is shorter than this critical
length, then all cells on the fiber lie on the same side of
the diagonal, corresponding to concordant alternans. To
deduce the trajectory of the system after encountering the
I2
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FIG. 4. Mechanism for conduction block. Axes are the same
as in Fig. 3. 	 � 220 msec in (a) and (b), 210 msec in (c).
(a) The solid line is the period-2 curve. The short-dashed curve
is the stability boundary, and the vertical and horizontal lines
are Imin. These curves also appear in (b) and (c). Flow along the
period-2 curve is toward the unstable region. The dots on the
period-2 curve correspond to three cells along the fiber in
the ‘‘concordant’’ region before the point of discontinuity. The
stimulus site is cell 1. (b) Discordant alternans. The long-
dashed curve is Tjump � I1 � f�I2�. (c) Conduction block.
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unstable region given by Eq. (8), we note that the local
activation interval remains continuous through the dis-
continuous jump in D (see Fig. 2). We therefore plot the
curve I1 � f�I2� � Tjump, where Tjump is defined as the
local activation period at the point of discontinuity
[Fig. 2(a)]. The next cell on the fiber after the point of
discontinuity lies on an intersection of this curve with the
period-2 curve. It is important to note that all of the
constraint curves Eqs. (8)–(12) are reflection symmetric
(i.e., symmetric about the I1 � I2 diagonal). However, the
Tjump curve is not. As Fig. 4(b) illustrates, this intersection
is on the opposite side of the unstable region, producing
larger amplitude alternans. The amplitude of alternans on
the opposite side of the discontinuity is larger due to the
lack of reflection symmetry of the Tjump curve. The latter
reflects the lack of symmetry in the recovery function
f�I� about the bifurcation point where period-2 solutions
appear. If the applied activation interval is slightly
smaller, then the period-2 curve and the curve I1 �
f�I2� � Tjump are shifted closer to the origin, causing
the intersection of these curves to fall in the forbidden
region [Fig. 4(c)].

The above analysis produces exactly the same results as
the simulation of the no spatial coupling model in Fig. 2.
The exact shapes of the boundary condition and period-2
curves are unimportant. The only critical ingredients are
the period-2 instability, the flow toward the diagonal, and
the lack of symmetry in the Tjump curve. A 2:1 block can
also occur in shorter cables without discordant alternans
[12,21]. This transition can occur if 	 is chosen small
enough that the first cell in the fiber (see Fig. 3) falls into
the forbidden region where I1 or I2 is <Imin.

In summary, we have shown that discordant alternans
and conduction block can occur in a simple model that
includes only an action potential duration recovery func-
tion with slope one or greater and a monotonically in-
creasing conduction velocity recovery function. These
phenomena have been studied in coupled-map lattices
previously [11,12,17,18]. In particular, Echebarria and
Karma analytically explored the transition to discordant
alternans and found conduction block in numerical sim-
ulations [12]. That study, which also included the effect of
electrotonic interactions, derived amplitude equations by
linearizing the governing equations and expanding about
the unstable period-1 solution. The analysis presented
here is thus complementary, in that it is the first fully
nonlinear analysis of conduction block in heart fibers.

It has been argued that discordant alternans and con-
duction block require significant intrinsic spatial hetero-
geneity of cellular electrical properties [19,20]. While
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intrinsic spatial heterogeneity is not necessary for con-
duction block, intrinsic heterogeneity may break the
symmetry of wave propagation so that not every point
along the wave front blocks at the same time [1,9,20].
Thus, the mechanism for conduction block presented in
this Letter may be a mechanism for wave break and the
initiation and subsequent breakup of spiral waves in
excitable media such as the heart.
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