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Cyclic Cluster Growth in Ferroelectric Perovskites
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We prove that point defect clustering in perovskite ferroelectrics and the subsequent loss in switch-
able polarization can occur only if the depolarizing fields are locally unscreened during certain
fractions of time in each of the multiple bipolar electric field cycles.
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FIG. 1. (a) Needle domain at a point defect cluster ( � ) in a
significantly larger surrounding domain. The needle tip is a
charged domain wall. (b) 180� and (c) 90� domain wall
intersecting with a point defect cluster. While the 180� domain
wall is stably located at the cluster, the 90� domain wall stores
same polarity in order to reduce the total energy of the
system [11]. Microdomains were proposed to occur

a significant amount of potential energy. In each case, the
cluster hinders domain wall motion.
The loss in amplitude of the ferroelectric polarization
hysteresis by cyclic external electrical loading has been a
puzzling process limiting the use particularly of poly-
crystalline ferroelectrics in large consumer markets
[1,2]. In polycrystalline perovskite ferroelectrics domain
wall motion is the dominant switching mechanism of
polarization reorientation [3], because sufficient numbers
of domains already exist [4,5] and no nucleation is
needed. The domain wall mobility in turn is determined
by the interaction with structural imperfections such as
the outer perimeter of a crystal, grain boundaries, inclu-
sions, or point defects and their clusters [6]. While a
homogeneous distribution of point defects in the bulk of
a crystal yields only a slightly reduced domain wall
velocity [6], larger clusters may completely block the
motion of certain domain walls [7]. Three microphysical
aspects essential for the cyclic fatigue induced reduction
of switchable polarization are presented here: The for-
mation of charged planar defect clusters within the bulk
grains, the necessity of unscreened depolarizing fields for
cluster growth, and a simple rate model expressing the
cluster growth as a function of cycle number. Together
they yield a unified picture of point defect clustering
under bipolar electric fields.

In perovskite-type structures, point defects and espe-
cially oxygen vacancies may form ordered substructures
in the lattice [8], particularly when tempered under
highly reducing conditions [9]. In order to compensate
the spontaneous polarization of a ferroelectric, unit cells
in the immediate neighborhood of a defect ion reorient to
reduce the energy of the charged defect. A head-to-head
orientation of the polarization sharing the axial orienta-
tion of the surrounding domain is a necessary theoretical
consequence (equivalently tail-to-tail) [10]. As the spon-
taneous polarization in lead-zirconate-titanate amount to
approximately half an elementary charge per unit cell,
one elementary charge can fully be compensated by a
head-to-head structure. Such antiparallel domain struc-
tures around point defects stabilize further defects of the
0031-9007=02=89(18)=187601(4)$20.00 
around isolated Ta3�-oxygen vacancy (V��
O ) defect pairs

as reflected in modified luminescence spectra in KTaO3

[12]. Scott and Dawber then recently proposed that oxy-
gen vacancies will form ordered substructures as a result
of bipolar fatigue analogous to the ones formed under
highly reducing conditions [13,14]. Ordered substructures
of oxygen vacancies were also found to be forming at the
interface to external electrodes [15], which was also
proposed to yield the necessary pinning force for the
fatigue effect in thin films. Furthermore, the same au-
thors proposed an oxygen vacancy migration model ex-
plaining the fatigue effect [16]. Thus far, an experimental
proof of such clusters due to fatigue is missing.

A necessary consequence of the head-to-head structure
around point defects is the formation of needle domains
[12]. These are geometrically identical to domains nucle-
ating during switching [6]. Figure 1 illustrates the general
structure of such needle domains induced by a planar
cluster and different possibilities of interaction with 180�

and 90� domain walls. Similar images can be drawn for
90� domain needles not changing the underlying physics.
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Polycrystalline soft tetragonal lead-zirconate-titanate
{Pb0:99�Zr0:45Ti0:47�Ni0:33Sb0:67�0:08�O3, PZT} close to the
morphotropic phase boundary was contacted by fired sil-
ver electrodes and cycled for 108 bipolar cycles at 50 Hz
[17] and 2 kV=mm, around twice the coercive field. After
cycling, the ferroelectric hysteresis loop (at 20 mHz)
dropped to about 30% of its initial amplitude in polar-
ization. Simultaneously, the total energy of acoustic emis-
sions emanating from the sample increased by an order of
magnitude expressing the increased interaction of ex-
tended defects with the domain system [17]. After polish-
ing and intensive chemical etching, the surfaces of these
samples exhibited particular etch grooves which were
distinctly different from grain boundaries and domains
and not found in virgin samples. The sizes of the straight
but partly feathery etch grooves ranged from fractions up
to the full grain size (average 5 �m). Thus far, it has been
unclear whether the origins of these etch grooves were
microcracks or actually the suggested images of clusters
of charged point defects causing a reduced or completely
lost domain wall mobility [17].

Figure 2 displays atomic force microscopic (AFM)
images of the domain structure before and after fatigue
on a nonetched surface. In piezoelectric mode, a sinu-
soidal voltage is applied between the sample and a sensor
tip coated with a conducting layer serving as a miniatur-
ized electrode of several nm diameter [18,19]. The fre-
quency of the ac voltage was close to the first contact
resonance of the cantilever [20]. This technique enhances
the response to local variations of piezoelectric polar-
ization due to resonance amplification yielding sharp
images of the different polarization projections onto the
surface. As the excited sample surface region here is
FIG. 2. Atomic force microscopic images of domain struc-
tures (a) before and (b) after cycling (image width 10 �m).
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smaller than the domains [21], true domain images can
be obtained.

Before cycling, the domain structure consists of mostly
watermark patterns of rounded contours of 180� domain
walls [Fig. 2(a)]. After cycling, it is almost completely
replaced by needle domains emanating from the grain
boundaries or from planar structures within the grains
[Fig. 2(b)]. In some grains, chessboard 180� domain
patterns are found for the intersecting domains known,
e.g., from BaTiO3 [22].

Figure 3 displays an AFM image of the domain struc-
ture encountered around clusters in PZTafter fatigue. The
arrows indicate locations of clusters in the interior of a
grain and the dashed lines the grain boundaries. These
structures are not simply 180� domain walls. The virgin
180� domain walls exhibit smooth lines of transition
between up and down domains, while the geometries of
the clusters are similar to the previously observed etch
grooves [17].

Bipolar loading yields a significant reduction of the
polarization amplitude not encountered after unipolar
electrical loading and much less after mixed electrome-
chanical loading (electric unipolar and mechanically
compressive, 180� out of phase). No etch grooves are
observed for unipolar loading and very few in the latter
case. Thus, bipolar loading predominantly induces the
etch grooves. In order to grow during cyclic loading, the
clusters need a sufficient flux of incoming point defects.
No loss of oxygen occurs due to fatigue in bulk ferro-
electrics [23]. Nevertheless, oxygen vacancies are com-
monly assumed the most mobile point defects in the
structure [24]. Dawber and Scott assumed the clustering
of oxygen vacancies the relevant fatigue mechanism and
based a cluster growth model on this assumption [16].
Cluster growth here is also considered to be provided by
FIG. 3. Atomic force microscopic image of a cluster in a
grain of lead-zirconate-titanate. The arrows indicate cluster
locations appearing as bright uneven lines (image width
17 �m).

187601-2



VOLUME 89, NUMBER 18 P H Y S I C A L R E V I E W L E T T E R S 28 OCTOBER 2002
point defects introduced during sample processing, but
irrespective of polarity and whether they are dopant ions,
vacancies, or localized electronic states. The charge cur-
rent density je in ionic solids is generally given by [25]

je 	 2�ezbP sinh�Eeb2kT� 	: �; P 	 � kT
h exp�GkT�;

(1)

� is the volume density of charged defects, ze their
charge, b the hopping distance between two sites (lattice
constant), P the probability of an ion jump, including
the attempt frequency � kT

h , E the electric field, k
Boltzmann’s constant, � a coordination parameter of the
lattice site, h Planck’s constant, G the Gibb’s free energy,
and  a dummy. The externally applied electric field
yields an ion flux which is several orders of magnitude
too low for explaining the observed growth rate of the
clusters during cycling at room temperature. Thermal
diffusion yields even lower rates. The ionic flux is thus
driven by local fields much higher than the external field
(Ea 	 2 kV=mm). Such a field can be provided only by
the local depolarizing field [6,26] (Edepol 	 100 kV=mm,
if no screening exists). The global charge mismatch is
compensated in the metallic electrodes, but high local
fluctuations occur during bipolar switching, particularly
in a polycrystalline material. Here, the vector components
of polarization perpendicular to the external field direc-
tion cannot be screened in the electrodes. As je in Eq. (1)
exponentially depends on the electric field, the differ-
ences in ionic flux become enormous. Figure 4 displays
a state around an already existing cluster during bipolar
switching. The stable induced needle domain is em-
bedded in a larger domain of opposite polarity, which
has not yet reversed. Before remote domains of the same
polarity as the needle reach the cluster, i.e., just before the
macroscopic coercive field is reached, the depolarizing
field can almost fully develop underneath the cluster
during a brief fraction of the applied field cycle. A large
ion flux is driven towards the cluster. Colla et al. showed
in thin films that the fatigue rate becomes enormous, if
the samples are held just beneath the coercive field for an
FIG. 4. Illustration of the electric fields (dotted lines) around
a charged point defect cluster before polarization (P) switching
of the embedding larger domain just beneath the macroscopic
coercive field. A volume of point defect depletion and the
migration paths (dashed lines) of defects are sketched.
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extended period of time before full switching, but they
were not able to give a satisfying explanation [27].

In order to support this mechanism, a uniaxial model
of cluster growth is presented. The total ion flux into the
cluster is constituted by two contributions. The first is the
ionic flux according to Eq. (1) and thus different from
the linear assumption by Dawber and Scott [16]; the
second is due to the capturing of all ions in a finite volume
of height � 
 r beneath the cluster of radius r due to the
geometrical growth of the cluster, � being a proportion-
ality constant. A certain fraction � of the entire bipolar
sinusoidal cycle yields voltages just beneath the coercive
field. A primary concentration �0 of isolated defects is
given. A finite volume g � r3, being, e.g., one grain or a
representative volume, provides the source of point de-
fects for the assumed single cluster in this volume. It
determines a maximum relative concentration of defects
�relative < 3b=8g � 104 in the numerical case beneath.
During cluster growth, the concentration of isolated de-
fects decreases. A simple rate equation yields the implicit
dependence of agglomerated ions NA on the initial num-
ber of defect ions N and the cycle number n:
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Figure 5 displays the growth of point defect clusters
[Eq. (2), � 	 1, � 	 1, T 	 350 K, � 	 0:1, g 	 5 �m,
G 	 1 eV, �0b3 	 104, b 	 0:4 nm]. In experiment, the
most significant reduction of polarization occurs at
around 106 cycles [17]. Field values around the depola-
rizing field are necessary to match this cycle number
exceeding the external field (2 kV=mm) by more than
an order of magnitude. The unscreening [26] of the de-
polarizing field is thus a necessary consequence for the
fatigue mechanism. This effect cannot occur in unipolar
scenarios, because all domains remain in a more or less
compensated environment. Different from previous as-
sumptions on the relation between blocked domains and
FIG. 5. Field dependence of agglomeration [Eq. (2)] for the
local fields (left to right): 200, 20, 2, 1.5, 1, and 0:2 kV=mm
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lost polarization [16], it is here assumed that the number
of blocked domains is proportional to the number of
clusters exceeding a particular critical size on the order
of the width of a domain.

We modeled other microscopic geometries and cluster
growth conditions each yielding term of the form of the
first two terms in Eq. (2) and curves similar to Fig. 5. In
any case, the agglomeration rates provided by the external
electric field turn out to be more than an order of magni-
tude too low. All models saturate when all isolated point
defects have been incorporated into the clusters.

In some experiments, the agglomeration rate becomes
slower about halfway up the cluster growth curve [17,28].
Microscopically, this corresponds to needle domains
reaching, e.g., a grain boundary. As ionic diffusion may
be limited across internal boundaries, the influx is no
longer determined by the fields alone, but also by trans-
verse diffusion rendering the agglomeration process much
slower.

In an early study by Kudzin, the formation of needle
domains along [001] was optically observed in BaTiO3

single crystals, but the identification of planar point de-
fect clusters at the origin of the needle domains in the
interior of the crystal as well as any mechanism for the
formation of such clusters remained unexplained [29].

Point defect clustering was proven to occur only if the
flux of charged point defects into such clusters is dra-
matically enhanced with respect to thermal diffusion or
the defect flux driven by external fields. Only a scenario
where the depolarizing field of a ferroelectric becomes
temporarily unscreened locally can explain the dramati-
cally increased ion flux at room temperature by several
orders of magnitude. The so far completely puzzling
difference between unipolar and bipolar fatigue becomes
evident considering this mechanism.
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