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Observation of a Hydrodynamically Driven, Radiative-Precursor Shock

P. A. Keiter and R. P. Drake
University of Michigan, Ann Arbor, Michigan

T. S. Perry, H. F. Robey, B. A. Remington, C. A. Iglesias, and R. J. Wallace
Lawrence Livermore National Laboratory, Livermore, California

J. Knauer
Laboratory for Laser Energetics, University of Rochester, Rochester, New York

(Received 11 December 2001; published 27 September 2002)
165003-1
Observations of a radiative-precursor shock that evolves from a purely hydrodynamic system are
presented. The radiative precursor is observed in low-density SiO2 aerogel foam using x-ray absorption
spectroscopy. A plastic slab, shocked and accelerated by high-intensity laser irradiation, drives the
shock which then produces the radiative precursor. The length and temperature profile of the radiative
precursor are examined as the intensity of the laser is varied.
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work has included studies of the transport of radiation
from an x-ray source into a low-density medium [9] and

nostic x rays. The x-rays are dispersed with a potassium
acid phthalate crystal spectrometer (2d � 25:9 �A) and
A radiative-precursor shock occurs when the flux of
ionizing photons being radiated forward from a shock
front exceeds the flux of atoms approaching the shock
front. This requires that the shock velocity exceed the
threshold required to produce the necessary photon flux.
The radiative precursor heats the medium ahead of the
density discontinuity to a temperature approximately
equal to the temperature at the forward shock front.
Radiative-precursor shocks are relevant to astrophysics,
for example, in supernovae [1], supernova remnants [2,3],
and jets [4–6].

Here we report measurements of the temperature pro-
file in a radiative-precursor shock, deliberately produced
to be suitable for modeling by simulations. In particular,
one goal was to produce a radiative-precursor shock that
may be used to test current astrophysical codes. To do this,
two criteria must be met. First, there must be a purely
hydrodynamic intermediate state after the laser pulse.
Astrophysical codes do not and should not try to model
laser absorption physics. In this experiment, shocking a
plastic slab and letting it expand into a vacuum gap
achieves this goal. This allows the system to obtain a
hydrodynamic state from which the radiative effects
arise. There must also be temperature profile measure-
ments to compare to the code predictions. This is
achieved in the experiment by means of x-ray crystal
spectrometry.

In related prior work, UVemission was observed when
a radiative precursor reached a gold obstacle in a xenon
shock tube [7]. This prior experiment provided evidence
that the phenomenon exists but was not very suitable for
detailed study, as the small laser spot led to very complex
hydrodynamics and the diagnostic did not produce data
regarding the structure of the precursor [8]. Other related
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studies of blast waves in gases that involve electron heat
conduction and radiative heat transport [10].

In this Letter, we report direct observations of such a
hydrodynamically driven, radiative-precursor shock. The
radiative precursor is observed using x-ray absorption
spectroscopy. Comparing the observed silicon absorption
to simulated spectra yields a temperature profile of the
radiative precursor. The peak temperature and the length
of the radiative precursor from the shock are found to
depend on the drive beam power. Evidence of a threshold
shock velocity to produce a radiative precursor is also
presented.

The targets consists of a sequence of layers. A 60 �m
slab of 1:2 g=cm3 polycarbonate plastic is followed by a
150 �m vacuum gap, and then by 2000 �m of SiO2

aerogel foam. The density of the foam was varied from
5 to 15 mg=cm3; however, for the cases examined here,
the foam density is 9:6 mg=cm3. The targets are con-
tained in a gold tube of 600 �m square cross section.
The tube has two 400 �m by 1500 �m windows to allow
diagnostic access. Across one window is a gold grid. A
fiducial wire is placed 400 �m from the grid. These
spatially calibrate the data. Extensive shielding prevents
laser light and plasma from the irradiated surface from
interacting with the other target components. A sche-
matic of the experimental setup is shown in Fig. 1. Ten
beams of the OMEGA laser are incident on the plastic,
with 1 ns square pulses and beam energies that are varied
from 200 to 500 J=beam. These drive beams use distribu-
ted phase plates to produce a super-Gaussian spatial pro-
file with the intensity of each beam given by I �W=cm2� �
�E=500� � 8:5� 1013 exp���r=412 �m�4:7�, where E is
the energy of the beam in J. Six beams with a 200 ps
pulse length strike a thulium backlighter to provide diag-
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FIG. 1. Schematic of the experimental setup (not to scale).
Drive beams strike a plastic slab, which hydrodynamically
drives the radiative-precursor shock in the foam. Additional
laser beams strike the backlighter, producing x rays to diag-
nose the system.
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recorded onto Kodak direct exposure film. The spec-
trometer is configured to include the silicon K edge and
2p and 3p absorption lines in its spectral range (1.6–
2.1 keV). The backlighter beams are delayed 5.5 ns from
the main drive beams unless stated otherwise. The spec-
trometer entrance aperture is positioned 8 mm from the
object position, which is centered at 850 �m from the
target chamber center.

We determined the temperature at each axial position
by comparing the number of spectral features (each fea-
ture originates from a single ionization state and consists
of many lines) present in the experimental spectrum with
the number predicted by the OPAL code [11]. OPAL uses an
activity expansion method to determine the level popu-
lations. The atomic data required to generate the spec-
trum is obtained by solving a spin-averaged Dirac
equation for parametric potentials which were prefitted
to experimental results. The accuracy is comparable to
single-configuration self-consistent-field calculations and
should be sufficient considering the spectral resolution of
the present experiment. The resolution of this technique is
5 eV, because a new spectral feature appears for each
increase in electron temperature of roughly 5 eV. If
one has a sufficient understanding of the spectrum of
the backlighter to obtain the detailed shape of the trans-
mitted spectrum, as Perry et al. did with an Al absorber
[12], then one can obtain a better resolution. Similar
work, with a Cl absorber, has been reported [13] by
Hoarty et al.

It is also important to assess the applicability of the
OPAL calculation to this plasma, to determine whether the
inferred absolute temperature is accurate. If all the level
populations in the plasma were in complete local thermo-
dynamic equilibrium (LTE), then OPAL (which assumes
complete LTE) would provide an accurate representation
of the detailed line shapes. Here, however, we have the
less restrictive requirement that the ionization states
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present in significant quantities be accurately calculated.
This is determined primarily by the ionization rate,
which varies rapidly with electron temperature for the
states that are newly appearing. Evaluation of the experi-
mental plasma conditions, based on the criteria of
Fujimoto and McWhirter [14] and of Griem [15], shows
the experimental plasma to be in partial LTE, with an
overpopulation of the ground state of each ion relative to
LTE. This might affect the detailed line shapes for the
absorption by K-shell electrons detected here, but would
not affect the appearance of each new ionization state
as electron temperature increases. On these grounds,
we judge that the temperature determination is accurate
to �5 eV.

The HYADES 1D [16] code is used to simulate the
experiments and to compare to the data. The version of
HYADES used for the simulations of these experiments is a
Lagrangian, radiation hydrodynamics code that uses
greybody opacity and flux-limited, diffusive heat trans-
port by electrons and radiation.

Figure 2(a) is an example of a typical radiograph with
silicon absorption lines present. The foam density is
9:6 mg=cm3 and the peak drive beam irradiance is 8:5�
1014 W=cm2. The forward shock is traveling from the left
side to the right side of the image. Region I extends from
the left edge of the image to roughly 650 �m and consists
of high-temperature, unshocked foam. The region is
darker because at these temperatures the foam is more
opaque than lower temperature foam. The forward shock
is located to the left of the film. Region II extends from
the more opaque region to the dashed line and includes
the gold grid. Regions I and II consist of ionized but
unshocked foam and is referred to as the radiative-
precursor. The ‘‘boundary’’ between regions II and III is
determined by the observable extent of the silicon ab-
sorption lines. The feature centered roughly at 1030 �m
is visible on all of the data and due to a defect in the
crystal. Region III extends from the dashed line to the
right-hand edge of the film. This region consists of un-
shocked, unheated foam. The gold wire is also present in
this region. Noted in the figure are the location of the
1s-3p absorption lines and some of the 1s-2p absorption
lines, including the F-like, O-like, N-like, C-like, and
B-like. Also noted in the figure is the position of the
silicon K edge. Figure 2(b) shows three absorption spec-
tra taken at different spatial locations. At positions far-
ther from the forward shock, the number of absorption
features in the spectrum decreases. This indicates a tem-
perature gradient in the radiative-precursor region. The
temperature profile will be discussed in more detail later.

Figure 3 presents the density profile from a HYADES

simulation using the experimental parameters of the data
shown in Fig. 2. The forward shock is located beyond the
left edge of the film and, using other film where we
observe the forward shock, is estimated to be at 570 �m.
This agrees within 5% of the HYADES simulation. We
attribute the flat shelf behind the shocked foam to the
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FIG. 3. A comparison of the HYADES density profile and the
experimentally determined position of the forward shock.

FIG. 4. A comparison between the experimentally deter-
mined temperature profile and the HYADES prediction of ex-
perimental parameters of 9:6 mg=cm3 foam density and a laser
intensity of 8:3� 1014 W=cm2.

FIG. 2. (a) A typical piece of data. Regions I and II are the
radiative precursor, and region III is cold, unshocked foam.
Silicon absorption lines are present in regions I and II and
identified on the image. (b) Vertical lineouts from three differ-
ent positions from the previous image. The silicon absorption
lines are identified on the image. As the lineouts progress
deeper into the precursor region, the absorption lines become
less prominent. The lineouts are offset in the vertical direction
for visual purposes only.
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rarefaction of the leading edge of the plastic slab, which
can form such a shelf as described, for example, by
Zel’dovich and Razier [17]. We varied the resolution and
the treatment of the vacuum gap to assure this was not a
numerical artifact.

Figure 4 compares the temperature profile predicted by
the HYADES code with the experimentally determined
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temperature profile for the conditions previously de-
scribed. HYADES appears to overestimate the precursor
temperature compared to the experimental results. This
is at least partially due to the three-dimensionality of the
target. As the shock propagates in the gold tube, the foam
can expand in three dimensions, while HYADES does not
take this into account, being only a 1D code. Also,
HYADES does not take into account lateral losses. These
two factors would cause HYADES to overestimate the
length and peak temperature of the radiative precursor.
The foam is heated to a couple of eV out to roughly
950 �m, suggesting the radiative precursor extends over
350 �m. This estimate is also less than the HYADES

prediction of 500 �m.
The length of the radiative precursor depends

sensitively on the laser drive irradiance, among other
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parameters. By decreasing the drive beam laser irradi-
ance from 8:5� 1014 to 7:3� 1014 W=cm2 while keeping
all other parameters constant, the temperature profile of
the radiative precursor changes. For these conditions the
peak temperature of the radiative precursor is about half
of the value of the higher drive case. The length of the
precursor also changes from roughly 100 to 75 �m as the
drive power is decreased. Lowering the irradiance even
further to 5:7� 1014 W=cm2 results in the peak tempera-
ture of the radiative precursor dropping to 15 eV with a
length of the precursor only about 20 �m. By lowering
the laser drive power sufficiently, the radiative precursor
is not observed. In a previous configuration, the target
used a 100 �m plastic slab, the laser drive irradiance was
3:4� 1014 W=cm2, the foam density was 5 mg=cm3, and
the backlighter timing was 8 ns. For these parameters, a
small radiative precursor is observed with a peak tem-
perature of only a few eV and extending roughly 50 �m
ahead of the forward shock. These results are consistent
with the qualitative results of HYADES. As the laser drive
power is decreased in the simulations, the precursor be-
comes smaller until it is no longer present. This very
strong sensitivity to laser drive power, hence shock ve-
locity, makes sense in the context of the following esti-
mate of the radiative-precursor threshold.

A simple estimate of the minimum shock velocity
required to produce a radiative precursor is presented
here. A radiative precursor will be present if the number
of ionizing photons radiated from the shock front exceeds
the number of atoms approaching the shock front. The
condition is 2:4� 1023"T3

eV 	 �=�Amp��vs, in which the
flux of photons is found, by integrating over the Planck
distribution. TeV is the electron/ion temperature in eV, " is
the emissivity,  is the density, A is the average atomic
mass per ion, and mp is the proton mass. The electron and
ion temperatures are assumed to be equal, and only
temperatures well above the ionization energy are con-
sidered. For an ionic charge, Z, the temperature is related
to the shock velocity, vs, by the modified standard rela-
tion,

TeV �
3

16

Amp

�Z
 1�

v2
s

�1:6� 10�12�
:

Note that the excess of photon flux above atomic flux,
which determines the precursor length, is proportional to
v5
s . Thus, the strong sensitivity discussed above is sen-

sible. Substituting and solving for vs yields a threshold
shock velocity for the existence of a radiative precursor:

vs 	 510

�
�Z
 1�3=5

A4=5

��

"

�
1=5

km=s:

The shocked material is optically thick, so "� 1. For
the experimental parameters, the minimum shock veloc-
ity required for the ionization of 3 that corresponds to the
lower-irradiance experiment is
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vs 	 67 km=s:

For some of the experimental results discussed previ-
ously, the shock velocity has been measured. As discussed
before, for the case of a laser irradiance of 7:3�
1014 W=cm2 a radiative precursor is observed. The mea-
sured shock velocity for these parameters is 108�
20 km=s. As expected, this velocity is well above the
threshold value.

In summary, a radiative-precursor shock has been ob-
served in a hydrodynamically driven system. The peak
temperature and the length of the radiative precursor have
a sensitive dependence on the laser drive power. The data
are consistent with a simple estimate of a threshold shock
velocity required to produce a radiative precursor.
Velocity measurements of data with visible precursors
surpass the threshold value.
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