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Direct and Indirect Pathways in Strong Field Atomic Ionization Dynamics
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With the help of a suitably chosen momentum-space analysis, we study some of the basic mechanisms
governing the physics of the processes occurring when atoms are submitted to intense infrared laser
pulses, with peak intensities 1014 W cm�2 � Imax � 1015 W cm�2. This intensity range is especially
interesting because two highly nonlinear atomic processes, namely, above threshold ionization and high-
order harmonic generation, take place with significant probabilities. Several issues regarding the dynamics
of these processes are resolved, with special attention devoted to the mechanism leading to the ejection of
the photoelectrons in this intensity range.
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close to its maximum during a laser cycle. This overall
behavior contrasts with the perturbative regime (� * 1),

remains localized in this space. We have adopted the ve-
locity form of the laser-atom interaction [16]. Then, the
The recent advent of powerful infrared laser sources,
routinely delivering femtosecond pulses with peak inten-
sities in the range 1014 � IL � 1015 W cm�2, with repeti-
tion rates in the kHz regime, has permitted one to produce
data with unprecedented precision on above threshold
ionization (ATI) and high-order harmonic generation
(HHG). These two processes dominate laser-matter
physics in this range of intensities. They are interesting
because they represent a unique source of information not
only about the nonlinear response of atomic systems to
intense pulses of radiation, but also from the point of view
of applications [1]. At higher intensities, multiple ioniza-
tion washes out ATI spectra, and HHG propagation in the
medium is hampered. In short, this intensity range offers an
ideal window for observing interesting, highly nonlinear,
atom-laser physics.

At such laser intensities, there is no clear-cut separation
between the perturbative regime, where multiphoton proc-
esses dominate, and the strong field limit where tunnel
ionization is assumed to set in. In fact, there is a subtle
interplay between the two mechanisms, as indicated by the
fact that the so-called ‘‘Keldysh parameter’’ � � !

E

�������
2Ip

p
takes values close to unity [2]. Here ! is the laser field
frequency with amplitude E and Ip is the ionization poten-
tial of the atom (unless indicated, we use atomic units
throughout this paper). Nowadays, one can reproduce deli-
cate resonant features present in ATI spectra with aston-
ishing precision by solving the time-dependent
Schrödinger equation (TDSE) for model atomic potentials
[3]. However, no simple picture can be drawn for the
mechanism leading to electron ejection since both theo-
retically and experimentally the relevant information is
extracted after the laser turnoff.

When tunneling ionization (�� 1) is dominant, photo-
electron wave packets are ejected when the field strength is
0031-9007=02=89(11)=113002(4)$20.00
when (time-independent) multiphoton ionization rates can
be defined within a good approximation. Thus, a time-
dependent approach is compulsory in order to gain insight
on physical mechanisms at work in pulsed fields. In this
respect, the Keldysh theory [2] and its modern avatar, the
so-called ‘‘strong field approximation’’ (SFA) [4], are not
directly applicable since they are quasistatic approxima-
tions. Moreover, the model relies on the assumptions that
the dynamics are governed by the coupling of the ground
state with the continuum and that ejected electrons are
described by Volkov states that ignore the presence of the
Coulomb potential. Such a simplified picture accounts for
the high energy features in ATI and HHG spectra and has
provided a nontrivial example of the application of
Feynman’s path integral formalism [5]. However, several
theoretical studies [6,7] indicate that ionization yields
evaluated in the context of the SFA, by using tunneling
rates [8], do not coincide with exact numerical calculations
either qualitatively or quantitatively. This is notably the
case for the low energy part of the ATI spectra, up to 2Up
[9], which contains the dominant part of the ionization
current. These discrepancies have motivated numerous
contributions dedicated to the introduction of Coulomb
corrections in the SFA theory [8,10–12] and comparisons
to experiments have been made [13]. In addition, recent
improvements have been reported concerning nonadiabatic
corrections in order to define time-dependent ionization
rates in the context of double ionization; see [14].

The main motivation of the present analysis is to recon-
sider the mechanism leading to ionization within this en-
ergy range and to elucidate the role of the Coulomb
potential. To this end, we study the time evolution of the
wave function by solving numerically the TDSE for atomic
hydrogen in momentum space [15]. This approach is nu-
merically attractive because the global probability density
 2002 The American Physical Society 113002-1
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canonical momentum p�t�, which is conserved for a free
electron, does not coincide with the velocity (in a.u.), v�t�:

p�t� � v�t� �A�t�; (1)

where A�t� � A�t�ẑz is the vector potential associated with
the linearly polarized laser field. This momentum analysis
is well suited to probe the dynamics and the atomic poten-
tial effects—in our case the Coulomb potential—as
shown by Ehrenfest’s theorem with respect to the canonical
momentum: �

dp
dt

�
� �hrVi: (2)

Before investigating closer the potential issue, we first
illustrate the consequences of these fundamental relations
by means of Fig. 1, where the time evolution of the
component of the probability density along pz is shown.
The transverse component pn is set equal to zero. The main
features of this time evolution can be understood thanks to
Eqs. (1) and (2). Part of the probability density experiences
an oscillatory motion, while conspicuous ‘‘stripes’’ corre-
sponding to constant values of pz emerge after two laser
cycles. The oscillating fraction of the probability density
can be associated with the bound part of the population as
the average velocity along the z axis reads

hvz�t�ibound 	 0 , hpz�t�ibound 	 �A�t�; (3)

in agreement with the observed oscillations in phase oppo-
sition with A�t�. On the other hand, the stripes represent
ionizing wave packets starting to be ejected after the
second laser period and being reinforced after each cycle.
Applying Ehrenfest’s theorem to an ionizing wave packet
gives
FIG. 1. Electron probability density as a function of time and
pz, for the interaction of H with an eight-cycle pulse with I0 �
2� 1014 W cm�2 and ! � 0:057 a:u: pn � 0 and the solid line
represents A�t�.
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�
dpz
dt

�
ion
� �hrzViion 	 0: (4)

As expected, each stripe can be associated with a peak in
the ATI spectrum. Its structures appear after the second
laser cycle when a second wave packet, with the same
canonical momentum, emerges in the same direction.
From this time dependence of the probability density, it
appears that ATI structures result from quantum interfer-
ences between wave packets ejected every laser cycle [17].
Furthermore, a closer inspection of Fig. 1 reveals that,
within half a cycle, stripes emerge sequentially at times
tion with mean canonical momenta along z given by

pion
z 	 �A�tion�: (5)

This means that wave packets are indeed ejected with a
null velocity along z; they emerge directly from the bound
state as it moves along pz like �A�t�, in good agreement
with the SFA. However, at this laser intensity, the Keldysh
parameter is � � 0:75, a value which suggests that multi-
photon absorption should remain important. As shown
next, our momentum-space approach helps to define
more precisely the transition between the two regimes.
Within the framework of the SFA, one can relate the time
dependence of hvz�t�i to the one of the vector potential A�t�
and consequently to the population density transferred into
the continuum. This comes from the assumption that the
wave function of the system reduces to the superposition of
the unperturbed ground state and of a wave packet in the
continuum:

j �t�i 	 a1s�t�j�1si 
Z
dkg�k; t�j�ki; (6)

This entails that one has approximately [15]

hvz�t�i 	 A�t�
Z
dkjg�k; t�j2; (7)

where
R
dkjg�k; t�j2 is the fraction of the population in the

continuum. In the tunneling regime, the latter increases by
steps at each half period, when the field strength is close to
its maximum, i.e., when a burst of photoelectrons is
ejected. On the contrary, in the multiphoton regime, the
atom can be ionized at any time during the cycle. The
difference between the two regimes is clearly identified in
Figs. 2. At I � 1014 W cm�2, i.e., for � � 1:07, ionization
yields are already significant. However, as shown in
Fig. 2(a), no phase relation exists between hvz�t�i and
A�t�, revealing the dominance of multiphoton absorption.
On the contrary, already at I � 2� 1014 W cm�2, i.e., for
� � 0:75, there is a clear linear dependence of hvz�t�i on
A�t� [see Fig. 2(b)]. One notes also that the slope increases
by steps at each half-cycle, in global agreement with Eq. (7)
from the SFA picture. Therefore, we suggest that the phase
relation between hvz�t�i and A�t� defines another criterion
to discriminate between the multiphoton and the strong
field regime. This criterion is less restrictive than Keldysh’s
113002-2
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FIG. 3. (a) P�pn; t� as defined by Eq. (8) for a sine square laser
pulse of full duration �t � 4T (optical cycle), I0 �
5� 1014 W cm�2, ! � 0:057 a:u: Dashed line is the normalized
instantaneous intensity. (b) Pion�pn� extracted from our TDSE
results, PSFA

ion �pn� [see Eq. (9)] and the dc tunneling prediction;
see [18].
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FIG. 2. Average instantaneous velocity along z as a function of
A�t� (same pulse shape as in Fig. 1). (a) I � 1014 W cm�2;
(b) I � 2� 1014 W cm�2.
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�� 1 since the strong field dynamics is clearly evidenced
at intensities such as when � is still close to unity.

At higher intensities, we are able to probe the effect of
the Coulomb potential in the ejection mechanism [8,10–
12]. This effect can be evidenced by considering the mo-
mentum distribution in the transverse direction pn. To this
end, we define the reduced probability density:

P�pn; t� � 2�pn
Z 1

�1
dpzj �pz; pn; t�j

2: (8)

In Fig. 3(a), we show a contour plot of P�pn; t� for a four-
cycle pulse with peak intensity 5� 1014 W cm�2 (� �
0:48). Ionization is significant (70%) and occurs essentially
between the first and the third optical cycles. In Fig. 3(b),
we compare the ionized fraction of the probability density
Pion�pn� obtained from our TDSE calculations (at the end
of the interaction), the SFA equivalent which has an overall
behavior given by

PSFA
ion �pn� / pn

Z
dpzjd1s�pz; pn�j

2; (9)

where d1s�p� is the bound-free dipole matrix element and
the dc tunneling prediction given in [18]. One observes a
clear deviation between SFA together with the dc tunneling
case and TDSE. Indeed, not only the SFA and dc distribu-
tions are wider but also they both exhibit a maximum at
pn 	 0:25–0:3 a:u:, while our result predicts a dominant
ionization peak located at pn � pn0 � 0:1 a:u: Results
obtained by means of classical trajectory Monte Carlo
simulations also exhibit this shifted dominant peak [19].
Moreover, we can trace its birth thanks to Fig. 3(a). Each
half optical cycle, at peak field, a wave packet is created
and its maximum location agrees with SFA. But then,
within the same half-cycle, as the field decreases, this
wave packet shifts towards pn0. The presence of this trans-
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verse momentum transfer, favoring ejection along the po-
larization axis, highlights the ‘‘focusing role’’ of the
Coulomb potential in this mechanism.

In position space, this momentum change can be expe-
rienced by ionizing wave packets located close to the inner
side of the saddle associated with the Coulomb barrier
[20]. In addition, it takes place roughly over half a cycle
while the barrier of the effective potential tips up. It implies
that these wave packets, created after the field gets maxi-
mum, remain in the vicinity of the nucleus before their final
ejection half a cycle later. We label them ‘‘indirect’’ wave
packets in contrast to the ‘‘direct’’ ones that never reen-
counter the ion core and that are ejected before the field
reaches the maximum of its strength.

One can discriminate between ‘‘direct’’ and ‘‘indirect’’
wave packet contributions to ionization by considering the
quantity

F12�t� � 2�
Z pz2

pz1

dpz
Z 1

0
dpnpnj �pz; pn; t�j2; (10)

which represents the fraction of the probability density
contained at t, within an interval �pz1;2 � �pz1 ; pz2�. The
time variations of F12�t�, shown in Fig. 4(b), consist of
almost flat parts separated by peaks located at each half-
cycle. Within a given interval �pz1;2 , the latter arise when
the ground state probability density, which oscillates as
�A�t� (see Eq. (3) and Fig. 1), ‘‘crosses’’ �pz1;2 , leading to
an ionizing wave packet with typical momentum given by
Eq. (5). Therefore, the stepwise increase of the flat part of
F12�t� around a peak corresponds to the growth of the ion-
izing fraction in �pz1;2 . Because of the sign reversal of A�t�,
‘‘indirect’’ and ‘‘direct’’ wave packets are associated with a
113002-3
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FIG. 4. (a) pion
z � �A�tion� [see Eq. (5) and text]. (b) F��=���

12 �t�
[see Eq. (10)] for two symmetric intervals 0:25< jpzj< 0:5 a:u:
[same field parameters as in Fig. 3(a)]. In (a), between brackets,
ionization fractions due to (direct, indirect) calculated on a wider
interval jpzj< 1 a:u: It reveals that 26=37 	 70% comes from
an indirect process and 11=37 	 30% from a direct one.
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unique direction (either positive or negative pz) within
time intervals delimited by subsequent extrema of A�t�,
i.e., around one extremum of E�t� [see Fig. 4(a)]. For
example, in the central time interval �1:75T; 2:25T�,
wave packets with positive canonical momentum will be
direct since they are emitted before peak field, while wave
packets with negative canonical momentum will be indi-
rect since they are emitted after peak field. Around t � 2T,
when A�t� � 0, we see that the increase of F���

12 [indirect,
see arrows in Fig. 4(a)] is higher than the corresponding
increase of F��

12 (direct). Over a range of momenta such
that jpzj< 1 a:u:, the same analysis shows that ‘‘indirect’’
wave packets are dominant with respect to ‘‘direct’’ (70%
versus 30%) contributions. This contrasts markedly with
the predictions of the SFA model, where one cannot dis-
tinguish between these contributions, since tunneling rates
depend only on the field amplitude.

In conclusion, the above presented momentum-space
analysis helps to uncover the actual mechanisms contribu-
ting to the dominant part of ATI spectra, up to 2Up. At
intensities such that the Keldysh parameter � is close to
unity, it is possible to identify two distinct ionization
mechanisms termed ‘‘direct’’ and ‘‘indirect.’’ A remark-
able asymmetry, favorable to ‘‘indirect’’ wave packets, is
physically consistent with the momentum changes ob-
served in Figs. 1 and 3. It represents an unambiguous
signature of the determinant role of the Coulomb potential.
113002-4
This contrasts with the situation at higher ejection energies
where the role of the Coulomb potential is less signifi-
cant. Another advantage of the momentum-space analysis
is to provide a convenient tool for exploring the transition
between the multiphoton and the strong field regimes.
These promising features should serve as an incentive for
developing new computational tools adapted to such
momentum-space approaches.
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