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L Spectra in 11.6A GeV���c Au-Au Collisions
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E896 has measured L production in 11.6A GeV�c Au-Au collisions over virtually the whole rapidity
phase space. The midrapidity pt distributions have been measured for the first time at this energy and
appear to indicate that the L hyperons have different freeze-out conditions than protons. A comparison
with the relativistic quantum molecular dynamics model shows that while there is good shape agreement
at high rapidity the model predicts significantly different slopes of the mt spectra at midrapidity. The
data, where overlap occurs, are consistent with previously reported measurements.
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It has long been predicted that strange particle produc-
tion will be enhanced should a new phase of matter be
produced in heavy ion collisions [1]. The strange hy-
peron yields and distributions are therefore of great in-
terest as an indicator of strange quark production. The
experiment 896 measures L hyperon production over a
wide pt range and covers nearly the full range in rapid-
ity. While several other AGS experiments have measured
L production at lower energies and near beam rapidity,
E896 is the first to measure midrapidity yields and spec-
tra in 11.6A GeV�c collisions. Extracting the midrapidity
yields of strange baryons is important in order to probe the
validity of a variety of production models (e.g., thermal [2]
or cascade models [3]) which make systematic predictions
of particle production. The production yield is strongest at
midrapidity and thus measurements in this kinematic range
help to differentiate between production mechanisms. It
is also at midrapidity that differences in the pt spectra
between particle species are strongest and the applica-
bility of thermal equilibration models [2] can be probed.
Hence, systematic comparisons of the midrapidity spec-
tra of strange hyperons measured at SIS, AGS, and SPS
allow the heavy ion collision dynamics to be explored in
greater detail.
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The experiment 896 was designed to search for the
H0 dibaryon [4]. This fixed target experiment measured
Au-Au collisions at 11.6A GeV�c at the Brookhaven
National Laboratory’s Alternating Gradient Synchrotron.
The experiment, shown schematically in Fig. 1, consisted
of two main tracking detectors: a 144 plane distributed
drift chamber (DDC) [5,6] and a 15 plane silicon drift
detector array (SDDA) [7,8]. Each plane of the SDDA
consisted of a 6.3 cm 3 6.3 cm 3 300 mm silicon drift
detector [9]. The whole SDDA was positioned inside a
6.2 T sweeper field approximately 10 cm downstream of
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FIG. 1. Schematic diagram of the E896 experimental setup.
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the target. The DDC was located with its front face 1.32 m
downstream of the target in a 1.6 T analyzing magnet and
had an active volume of 120 cm 3 67.5 cm 3 20 cm.

Two beam vertexing detectors (BVDs) were used for
locating the primary vertex position and the beam angle.
A forward multiplicity array covering the walls of the
sweeper magnet, �30 cm from the target, determined the
centrality of the collision. This large acceptance, 1.90 ,
h , 3.33, photon detector provided a multiplicity mea-
surement for triggering independent of the two tracking
devices.

Particle identification is provided by the Multi-
Functional Neutron Spectrometer (MUFFINS) [10], used
to detect neutrons, and the time-of-flight (TOF) walls,
which aid in the definition of the charged tracks recon-
structed in the DDC.

The high sweeper magnetic field and collimator mean
that only low pt neutral particles are within the DDC ac-
ceptance. This provides a clean environment in which to
reconstruct neutral decays such as the L ! pp2 and the
H0 ! S2p ! pnp2.

For the analysis presented in this paper, 25.5 million of
the DDC central events and 350 000 of the SDDA central
events were reconstructed. Central events are defined as
the top �5% of the measured signal in the forward multi-
plicity array. Under the assumption that the measured pho-
ton multiplicity is proportional to the cross section which
is in turn proportional to the square of the impact parame-
ter it is possible to show that this corresponds to an impact
parameter ,� 3 fm [11].

The L hyperon is reconstructed via its decay, with a
branching ratio of 64%, into two charged daughters. To
identify Ls, all reconstructed negative tracks are combined
with all reconstructed positive tracks in the same event. All
pairs thus created are examined for a nonprimary vertex,
a series of geometric and quality cuts are then applied to
reduce the combinatoric background. These cuts consisted
of the distance of closest approach to the primary vertex of
the secondary daughters, the impact parameter of the par-
ent, the distance of closest approach of the two daughter
particles at the secondary vertex, the position of the sec-
ondary vertex, and the number of hits on the tracks. The
DDC analysis additionally cut on the goodness of fit of the
track parametrization, the opening angle of the decay prod-
ucts in the laboratory frame, the momentum of the positive
daughter transverse to the parent momentum, to remove
photon conversions, and the ratio of the number of hits on
the positive track relative to the negative track. This last cut
was shown to significantly reduce the combinatoric back-
ground produced by wrongly associating primary protons
with soft deltas or pions [12]. Additional cuts on the time
of flight of each daughter further reduced the background
noise [13]. These data sets yielded �15 000 reconstructed
Ls from the SDDA and �70 000 from the DDC. Good
signal to noise ratios of 14:1 and 36:1 and mass widths of
6 and 4 MeV�c2 in the SDDA and DDC, respectively, are
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achieved. The SDDA is ideally located to reconstruct Ls
at midrapidity over a large pt range, while the DDC has
near-beam rapidity and low pt acceptance.

A detailed simulation of the experiment using GEANT

3.21 [14] and simulators for each of the tracking detectors
were used to calculate the acceptance and efficiency for
detection of the Ls and to determine their subsequent mo-
mentum resolution [12,15].

Figure 2 shows the corrected transverse mass (mt �p
p2

t 1 m2
0 ) distributions for Ls reconstructed within the

DDC active volume for several rapidity bins from 2.0–3.2.
Each bin is scaled by a successive factor of 10 for clar-
ity. Also shown are relativistic quantum molecular dy-
namics model (RQMD) V2.4 [3] predictions for an impact
parameter of 0–3 fm, which is the range comparable to the
E896 estimated centrality. It can be seen that the RQMD
model reproduces the shape of the measured distributions
over the region covered. In Fig. 2 only statistical errors are
shown; the systematic error of this data has been estimated
to be 15%. The major source of the systematic error comes
from the parent L, due to finite momentum resolution,
being assigned to an incorrect momentum bin and hence
having an incorrect efficiency correction applied. The
DDC mt coverage is too small to extract a rapidity density
distribution.

Figure 3 shows the corrected mt distributions for those
Ls reconstructed via the SDDA tracking. Again the differ-
ent rapidity bins are scaled by successive powers of 10 for
clarity. Also included, where applicable, are the DDC data.
It can be seen that the two independent measurements

10
-13

10
-11

10
-9

10
-7

10
-5

10
-3

10
-1

10

0 0.04 0.08 0.12 0.16

2.0 < y < 2.1
2.1 < y < 2.2
2.2 < y < 2.3
2.3 < y < 2.4
2.4 < y < 2.5
2.5 < y < 2.6
2.6 < y < 2.7
2.7 < y < 2.8
2.8 < y < 2.9
2.9 < y < 3.0
3.0 < y < 3.1
3.1 < y < 3.2

m  - m  (GeV/c )

(1
/2

πp
T
N

ev
) 

d 
N

/d
p T

dy
 (

G
eV

/c
)

2
-2

T 0

2

FIG. 2. mt distributions for DDC Ls. Rapidity slices are
scaled by successive factors of 10 for clarity. The lines are
the predictions from RQMD.
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FIG. 3. mt distributions for SDDA Ls. The lines are fits to
Eq. (1), the solid lines indicate the mt ranges used. Each rapidity
bin is scaled by a successive factor of 10 for clarity. Also shown,
as solid squares, are the relevant DDC mt points.

are in good agreement. The mt distributions were fit to the
Boltzmann parametrization [shown in Eq. (1)].

1
2ppt

d2N
dptdy

� A� y�mt exp�2mt�T� . (1)

Figure 4 shows the results of these fits as a function of ra-
pidity. The solid points represent the actual fits and the
open points a reflection around midrapidity (1.6). Statis-
tical errors only are shown; the systematic error is esti-
mated to be 10%. The systematic error was calculated by

FIG. 4. Inverse slope results as a function of rapidity for
SDDA Ls compared to L and proton results from E877 [16]
and neutron results from E864 [17]. The solid line indicates
a fit of the E896 results to Eq. (2) and the dashed line the
prediction from RQMD. The solid shapes are the measured
points and the open shapes reflections around midrapidity.
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studying the sensitivity of the corrected data to applied cuts
and to the ranges used in the fits to the mt distributions.
This study identified the major source of the SDDA sys-
tematic error to be the uncertainty in the primary vertex
location. The primary vertex resolution was shown to be
2.8 mm in x, the bend plane, and 1 mm in y; the z position
was assumed in aligning the detectors and magnetic field
[15]. An error in the primary vertex results in the impact
parameter of the daughter and parent particles being in-
correctly calculated. As the impact parameters are impor-
tant for increasing the signal-to-noise ratio these variables
cannot be ignored and hence a study was made using
Monte-Carlo simulations to estimate the effect of the pri-
mary vertex uncertainty in the L reconstruction as a func-
tion of pt and rapidity. It was shown that the systematic
error introduced has some pt dependence, the higher pt

bins being more strongly affected by an error in the vertex
calculation than the lower ptLs, and also an overall shift
in the calculated efficiency as a function of pt and rapidity.
High momentum Ls and their daughters point back more
strongly to the primary vertex and hence are more sen-
sitive to small variations in the calculated position. This
results in a systematic error in the calculated inverse slope.
Both the pt dependence and overall shift result in a larger
systematic error in the calculated yields, estimated to be
20%, than in the inverse slope measurements. If one as-
sumes an isotropic source it can be shown that the inverse
slope parameters should show a 1� cosh� y� dependence.
Indeed a fit to Eq. (2) of the E896 SDDA data shows our
Ls are in good agreement with this simple model with a
midrapidity inverse slope (Tcm), as defined by Eq. (2), of
237 6 5 MeV

T �
Tcm

cosh� y 2 yCM�
(2)

Also shown in Fig. 4 are previous L and proton mea-
surements in Au-Au collisions at the same energy and
similar centrality [16] as well as neutron results from
11.5A GeV�c Au-Pb collisions with a 10% centrality [17].
It can be seen that there is good agreement between the two
L data sets where overlap occurs, and that there appears to
be a consistent trend from midrapidity to near beam val-
ues which is well reproduced by the fit to Eq. (2). The
dashed line represents a fit to the cascade RQMD predic-
tion; it can be seen that the model consistently underpre-
dicts the inverse slopes near midrapidity. Fits to the RQMD
simulation were made only in the mt and rapidity ranges
measured, hence any distortions due to the detector’s lim-
ited phase space acceptance should be reproduced in the
RQMD fits.

However, the slope parameters of the Ls are seen to
have a different trend than that for the proton/neutron as
a function of rapidity. Near beam rapidity the proton and
L results are similar, but for the data near midrapidity the
proton inverse slopes show much higher values than the
L spectra at the same rapidity. This is consistent with a
062301-3
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FIG. 5. Rapidity distribution for SDDA Ls. The solid points
are measured and the empty shapes are reflections around mid-
rapidity. Also shown are data points reported by E877 [16]
(circles) and E891 [20] (triangles). The solid and dashed lines
are RQMD predictions.

picture that protons suffer stronger final state interactions
resulting in a transverse flow larger than that of the Ls.
A similar idea has been previously suggested to explain
the V results at the SPS [18]. The observation that Ls
and protons may have different space-time emission char-
acteristics has been previously suggested by E895 [19] for
Au-Au collisions at 6A GeV where they also note that the
L, K0

s , and proton pt spectra cannot be described by a
unique temperature and radial flow velocity.

It is possible to extract the rapidity density for Ls us-
ing the fitted pt distributions extrapolated to regions where
the detector had no coverage. Shown in Fig. 5 is the resul-
tant dN�dy distribution with only statistical errors plotted.
Also shown in Fig. 5 are previous measurements by E891
[20] and E877 [16] and the predictions from RQMD using
both the mean field and cascade calculations. It can be seen
that neither calculation reproduces the data well at midra-
pidity. Integration of all the available L measurements
gives a yield of 16.76 0.5 (stat) Ls per central Au-Au col-
lision �80% of which is covered by the E896 data.

In summary, the data presented here agree well with
the previously reported experimental data where overlap
occurs. At high rapidity both the cascade and mean
field calculations predict similar shapes, however at
midrapidity neither calculation reproduces the E896 data.
The total yield of Ls per central event, as calculated
from all the experimental data, is in agreement with the
RQMD prediction.
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The inverse slopes as measured by the SDDA are con-
sistent with other experiments where there is overlapping
coverage. A comparison of the inverse slopes to previ-
ous proton data appears to indicate that the L hyperons at
11.6A GeV�c collisions have less transverse flow than the
protons. There have been previous indications of this from
E895 at lower AGS energies. A comparison with RQMD
indicates, however, that the Ls experience more transverse
flow than the model predicts especially at midrapidity.
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