VOLUME 88, NUMBER 4

PHYSICAL REVIEW LETTERS

28 JANUARY 2002

Charge Echo in a Cooper-Pair Box
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A spin-echo-type technique is applied to an artificial two-level system that utilizes a charge degree of
freedom in a small superconducting electrode. Gate-voltage pulses are used to produce the necessary
pulse sequence in order to eliminate the inhomogeneity effect in the time-ensemble measurement and to
obtain refocused echo signals. Comparison of the decay time of the observed echo signal with an esti-
mated decoherence time suggests that low-frequency energy-level fluctuations due to the 1/f charge noise

dominate the dephasing in the system.
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In a small Josephson-junction circuit, we can construct
an artificial two-level system, which is expected to have a
long decoherence time and work as a qubit [1]. There are
two types of qubits, depending on whether charge or phase
is used as the degree of freedom in the two-level system.
The charge qubit, a Cooper-pair box, uses two charge states
in a small superconducting electrode connected to a reser-
voir via a Josephson junction [2], while the phase qubit
uses two phase states in a small superconducting loop in-
tersected by a Josephson junction(s) [3]. Superposition of
the two charge states [4,5] and that of two phase states
[6,7] has been observed recently, and coherent control of
the charge qubit has also been demonstrated [8]. Being
solid-state devices, these qubits are also expected to be
scalable to an integrated system for quantum information
processing [9]. However, the actual decoherence time and
the decoherence mechanism are not yet fully understood.
Accordingly, we performed an experiment on the decoher-
ence in a Cooper-pair box.

In this experiment, a Cooper-pair box is subjected to
a sequence of gate-voltage pulses, which give rise to
quantum-state control similar to that in the free-induction-
decay (FID) and spin-echo experiments in the field of
nuclear magnetic resonance [10]. Although our experi-
ment is on a single two-level system, such a technique
is useful for studying the effect of fluctuations, that is,
temporal inhomogeneities, in the time-ensemble measure-
ment. We observed rapid decay of the FID signal and
significant recovery of the coherence signal in the echo
experiment. These observations indicate that the effect
of low-frequency energy-level fluctuations is dominant
in the dephasing of the two-level system. Furthermore,
we compare the decay of the observed “charge-echo”
signal with estimated decoherence due to several possible
sources, and suggest a contribution of 1/f background
charge noise to the dephasing.

The Cooper-pair box device [8] consists of a small “box”
electrode coupled to a reservoir electrode via a Josephson
junction, two gate electrodes capacitively coupled to the
box, and an additional probe electrode connected to the
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box via a highly resistive tunnel junction (Fig. 1). All
the electrodes are made of Al with a superconducting gap
energy A larger than the other important energy scales;
thus, quasiparticle excitation can be neglected (except for
the measurement process described below). Because of the
charging effect, it is a good approximation of the quantum
state of the device to take into account only two charge
states with the lowest energies —the ones closest to the
charge neutrality of the box—which differ by a single
Cooper pair. For example, if the total gate-induced charge
in the box, Q; = Qp + C,V, (1) (Qo = C,V, + C,V}),
is close to one, the relevant charge states are |n = 0) and
|1), where n is the excess number of Cooper pairs in the
box and C; (i = p,g,b) is the capacitance between the
box and each electrode voltage biased at V;.

Using the basis of ) =[0) and [|) = |1), the ef-
fective Hamiltonian of the two-level system is H =
10E(Q)a, — 30y, where E(Q) = 4Ec(Q/e — 1)
is the energy difference between the two charge states,
Ec = ¢?/(2Cs) is the single-electron charging energy
of the box, Cy is the total capacitance of the box, E; is
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FIG. 1. (a) Schematic of a Cooper-pair box with an additional
probe electrode. (b) Bloch sphere representations of schematic
quantum-state evolutions at Qy = 0.45e corresponding to
the two pulse heights AQ, = 0.55¢ (top) and AQ, = 0.53¢
(bottom). The thin arrow in the xz plane indicates the direction
of the effective magnetic field.
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the Josephson energy of the junction, and o, and o, are
Pauli matrices. Therefore, the quantum-state evolution
of the Cooper-pair box is mapped on the evolution of
the fictitious spin—% state in an effective magnetic field,
B = (B,,0,B.) = [E;,0,—8E(Q))].

In the present device, the energy scales were determined
by independent measurements as A = 235 * 10 ueV,
Ec =122 =3 peV, and E; = 34 = 2 peV [11]. Our
experiment was made at a temperature of about 30—60 mK
(kpT = 3-5 ueV). The details of the experimental setup
have been published elsewhere [12].

Quantum-state control is realized by application on a
high-speed gate-voltage pulse V,(7) to modulate Q; non-
adiabatically [8]. In terms of the fictitious-spin model, B,
is abruptly changed, and the spin precesses around the di-
rection of the new magnetic field until B, is switched back
after the pulse width A¢, as depicted in the Bloch spheres in
Fig. 1(b). We set our working point at Qy = 0.45¢, where
|8E(Qo)| = 270 ueV > E;. A m pulse is produced
by a pulse height AQ, = 0.55¢ which makes the two
states degenerate (i.e., B, = 0) during the pulse [Fig. 1(b)
top]. We found that a nominal pulse width Ar = 80 ps
is suitable for the 7r rotation. For a % pulse, we could,
in principle, use a pulse with the same AQ, and with a
different A¢r. However, for convenience, instead we use
a pulse with the same Atz and a slightly detuned AQ,
(B, > 0). The bottom sphere in Fig. 1(b) illustrates
the corresponding schematic quantum-state evolution.
Although the pulse is not equivalent, e.g., to a (5), pulse
(which rotates the spin around the x axis), it creates a
fifty-fifty superposition of |0) and |1) and is thus sufficient
for our purpose. For simplicity, in the following argument,
we use ideal (), and (5), pulses and neglect the devia-
tions in the real operations, because such deviations cause
only quantitative difference in the absolute signal size but
not in the relative decay of the signal [13]. The delay time
between the pulses is controlled by programmed patterns
in a multichannel pulse-pattern generator and the shift in
a mechanical delay line.

The quantum state after the control is measured by us-
ing a probe junction. The probe junction is voltage bi-
ased appropriately (at V;, = 645 wV) so that only the |1)
state allows two electrons (quasiparticles) to escape from
the box at rates I'qp; and I'qp2, while the |0) state does
not. The resistance of the probe junction is made to be
very large (R, = 42.6 M) in order to suppress Joseph-
son coupling and to avoid too much decoherence due to
the readout. The measurement basis is the o, basis, and
the quantum state is initialized very closely to the |0) af-
ter the readout. On the other hand, since the output of the
single readout is just two electrons, it is necessary to repeat
the readout process many times on identically prepared
quantum states in order to obtain a detectable dc current
proportional to the population of |1), i.e., (o) + 1. The
repetition time 7, (128 ns unless specially mentioned) is
taken to be long enough (7, > 1/T'q,1 + 1/Tgp2) for ef-
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ficient measurement and good initialization for the next
pulse operation but short enough for a sufficient current
signal (at most 2e¢/T,). The probe current is measured
with a time window of 20 ms. Therefore, each data point
is a result of averaging over a time ensemble of about 10°.

We first measured the FID by using two (3), pulses
with a delay time ot3. The first pulse prepares a super-
position, and the quantum state acquires phase
¢ = AE(Qo)6t;3/h during the delay time, where

AE(Qy) = \/8E(Q0)2 + E7 is the energy difference be-
tween the two eigenstates and corresponds to the strength
of the fictitious field. The second pulse projects the phase
information on the measurement basis, i.e., o, basis. As
shown in Fig. 2(c) the signal oscillates with a period of
about 15 ps, which agrees well with #/AE(Qq). More-
over, it is clear that the FID signal decays quite rapidly
within a few hundred picoseconds. Compared with the
previous result in which coherent oscillations between two
degenerate states were observed up to about 2 ns [8,14],
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FIG. 2. Charge-echo experiment: (a) Schematic quantum-state
evolutions. (b) Pulse sequence. (c) Normalized FID signal vs
Ot3 taken without the second pulse and with 7, = 0. The oscil-
lating signal is high-pass filtered and normalized to the Gaussian
envelope exp[—(613/150 ps)?]. (d) Normalized echo signal vs
813. The envelope is exp[—(813/100 ps)*]. The signal-to-noise
ratio is poor, because the data was taken with three “ (5 )” pulses
instead of the ideal pulse sequence. 7, is 64 ns in (c) and (d).
(e) Echo-signal current I vs dt,. The solid curve is a sinusoidal
fit. (f) Oscillation amplitude of the echo-signal current A7 as a
function of 2¢,; with a Gaussian fit.
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the FID time scale is much shorter. Since dg(lAQf) equals

zero at the degeneracy point but not at the present working
point and the inelastic relaxation rate of the two-level
system is estimated to be much longer (see below), the
short FID time can be attributed to the dephasing due to
charge fluctuations. Our measurement is an average over
a time ensemble of 20 ms, so even very low frequency
fluctuations can contribute, as inhomogeneities in the
ensemble, to the short decay time in the FID experiment.

To remove such an effect, the three pulses shown in
Fig. 2(b) are used for the echo experiment. The second
pulse flips the possibly dephased ensemble of spins after
the first delay time 4, and during the second delay time,
provided that the correlation time of the fluctuations in
AE(Qq) is much longer than 7,, the spins respectively
precess the same amount as before and are refocused at
the end. The third pulse is again needed for the projection
of the phase information onto (o).

The observed echo signal is shown in Fig. 2(d). When
the position of the third pulse §¢; was swept, an oscillating
signal was observed only in the vicinity of 6#;3 = 0 and
decayed as |8t3| increases within nearly the same time
scale as the FID signal.

Decay of the echo signal as a function of the delay
time 74 is shown in Fig. 2(f). The echo amplitude Af
was obtained by fitting the echo signal as a function of 8¢,

with a sinusoidal curve [Fig. 2(e)]. The period of the echo
signal is about half of those in Figs. 2(c) and 2(d), be-
cause here the difference between the first and second de-
lay times (t; + 81;) — (ty — 8t,) = 281, matters in the
final phase. The slight phase offset at 6¢, = 0 is due to
an offset in the delay line. In Fig. 2(f), the decay time is
much longer than that of the FID signal. This implies that
dephasing in the FID is mainly due to the low-frequency
(<1/ty) part of the fluctuations which is greatly canceled
out by the echo technique.

The above results lead to the question concerning the
origin of the decay of the echo signal. In order to com-
pare with theoretical estimations of a decoherence factor
(expi¢), the echo amplitude data [Fig. 2(f)] and the FID
data [Fig. 2(c)] are normalized by fitting with a Gaussian
curve and are plotted in Fig. 3 on a logarithmic scale.

The well-known 1/f-like background charge noise,
which is believed to be caused by charges randomly
fluctuating around the device [15,16], may contribute to
the decoherence. The 1/f noise measurement is usually
restricted to a very low frequency below about 1 kHz,
and the noise spectrum in the high-frequency range is
unknown. Nevertheless, here we assume that the 1/f
spectrum extends to the infinite frequency [17]. Generally,
the dephasing factor in the presence of an energy-level
fluctuation spectrum Sag(w), under the assumption of

| Gaussian fluctuations, is given as

Y (=) S Sy

for the FID case. Here AE is the deviation of AE from its
average and w,,, = 27 /1,, is the low-frequency cutoff due
to the finite data-acquisition time ?,, (20 ms in this work).
Similarly, (expi¢) in the echo experiment becomes

x| =55 [ do sAEm)(M)z} @

o, w/4
because of the cancellation of the dephasing be-
fore and after the == pulse. With a 1/f spectrum,
Sar(@) = (59)Se(w) = (%594, both Egs. (1) and (2)
give Gaussian-type decay [18]. For @ = (1.3 X 107 %¢)?,
which we determined by a standard noise measurement on
the present device used as a single-electron transistor, the
two curves are plotted in Fig. 3, as well as another curve
for echo experiment with @ = (0.3 X 1073¢)?, which is
a typical number given in the literature. Considering the
uncertainty in the noise spectrum, it seems that the curves
reasonably reproduce the significant increase of the decay
time in the echo signal and the time scale of the Gaussian
decay qualitatively, suggesting that the 1/f noise is the
main dephasing source. It is worth mentioning that, if this
is true, the long decoherence time required for quantum
computing is possible only after a drastic reduction of the
1/f noise. Because of the long tail of the 1/f spectrum
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to the high frequency, an echo technique is not a perfect
solution for suppressing the dephasing [19].

Dephasing due to the electromagnetic environment [1] is
also calculated by Eq. (1) with Sap(w) = 462K,'2SV,'(0)),
where Sy;(w) = g—;)ZRenv coth(%) is the voltage
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FIG. 3. Decay of the normalized amplitude of the echo sig-
nal (filled circles) and the FID signal (open circles) compared
with estimated decoherence factors {(expi¢) due to the electro-
magnetic environment (dotted line), the readout process (dashed
line), and 1/f charge noise with @ = (1.3 X 1073¢)? (dash-
dotted line). The two solid lines are estimations for the echo
experiment in the presence of the same 1/f charge-noise spec-
trum (bottom) and that with « = (3.0 X 107%¢)? (top).
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fluctuation (Johnson-Nyquist noise) on each electrode,
k; = C;/Cs is the coupling constant, and Tepy and Reqy,
respectively, are the temperature and the impedance real
part of the environment, which is assumed to be Ohmic.

In the relevant temperature range, the dephasing gives an

. . kpTenv Reny
exponential decay of (expi¢) at the rate of SWBTK,'ZW

(Rg = h/e?). By assuming T, and R.,, for the pulse
gate, which is connected to the pulse generator via a
low-loss line, as 300 K and 50 (), and for the dc gate and
the probe electrode, which are heavily filtered, as 100 mK
and 100 Q (10°«; = 1.3, 2.5, and 73 for i = p,g,b),
we evaluated the total dephasing rate as (100 ns)~!. Note
that the echo technique does not reduce the dephasing
caused by ideal white noise. Also, the inelastic relaxation
rate due to the environment is estimated from the standard
perturbation theory as zh—zezk,-z (f—'é)sz,-(ATE). The total
relaxation rate calculated by using the above parameters
yields (580 ns)~!. The total decay of the coherence due
to the environment (dotted line in Fig. 3), including the
dephasing and the relaxation, is much weaker than the
decay of the observed echo signal. It should be mentioned,
however, that in the present experiment the contribution
of residual noise in V;, to the observed dephasing cannot
be thoroughly excluded. In particular, the relatively short
decay times of the FID signal implies the existence of
excess noise in the low-frequency range.

The coherence is also disturbed by the readout process
at the probe junction. The first electron tunnels out
from the box, i.e., the system escapes from the rele-
vant Hilbert space of the two-level system, at the rate
Fgpr = if—,‘?:W(Afgpl), where AEg, =eV, + Ec +
2Ec(1 — Qo/e) is the energy dissipated in the quasi-
particle tunneling and W(x) ~ 1 (for x = 1) is a factor
related to the BCS quasiparticle density of states [20]. In
our device, I'gp; is about (8 ns)~! (dashed line in Fig. 3),
which should contribute to the decay of the echo signal,
but does not explain it completely.

In conclusion, we have demonstrated charge echo in a
Cooper-pair box. The fact that the echo signal survives
much longer than the free-induction-decay signal indi-
cates that the dephasing is mainly caused by low-frequency
energy-level fluctuations. The observed dephasing behav-
ior agrees qualitatively with the prediction of that due to
1/f background charge noise.
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