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Variable Range Hopping and Electrical Conductivity along the DNA Double Helix
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We present a model to describe electrical conductivity along the DNA double helix. In this model,
DNA is considered as a one-dimensional disordered system, and electrons are transported via variable
range hopping between localized states. Thermal structural fluctuations in DNA further localize electronic
wave functions, giving rise to a temperature-dependent localization length. The model quantitatively ex-
plains the temperature dependence of the conductivity observed in the lambda phage DNA (l-DNA).
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Electron transfer and transport along DNA are important
in radiation damage and repair and in biosynthesis [1–4].
Recent experiments have demonstrated long-range charge
migration along the DNA double helix, indicating that
DNA is a candidate for a one-dimensional (1D) molecu-
lar wire [5–7]. However, existing conductivity data of
DNA are inconsistent with one another [8–10], which has
been attributed to electron-bombardment-induced contami-
nations [11] and strong contact effects [12]. While accu-
rate determination of absolute values of conductivity is
important, characteristic temperature dependences of
the conductivity often provide clues to mechanisms of
transport. Recently Tran et al. used the resonant cavity
technique and systematically studied conductivity and its
temperature dependence along the DNA double helix [12].
It is found that at high temperatures the conductivity can
be described as s ~ exp�2E�kBT�, with E � 0.15 eV
for dry lambda phage DNA (l-DNA) samples and
E � 0.165 eV for l-DNA lyophilized in buffer samples,
whereas at low temperatures the conductivity in both the
dry l-DNA and the l-DNA in buffer exhibits a very
weak temperature dependence. The crossover occurs at
about 200–250 K. While the high temperature behavior
suggests that charge transport is due to the temperature
driven activation process, the underlying physics of the
weak temperature dependence at low temperatures and
the mechanism leading to the crossover with decreasing
temperature are not yet understood. It has been speculated
that at a low temperature regime the ionic conduction
rather than the electronic conduction may be the primary
contribution to the conductivity [12].

In this Letter, we show that the observed temperature-
dependent conductivity in DNA can be consistently
modeled, without invoking additional ionic conduction
mechanisms, by considering that electrons may use
variable range hopping for conduction and that electron
localization is enhanced by strong thermal structural
fluctuations in DNA.

A DNA double helix with a random base pair sequence
can be viewed as a 1D disordered system. In this system,
the disorder leads to electronic localization, and electron
hoppings between these localized “impurity” states along
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the chain are responsible for the conductivity. The proba-
bility for a hop from an occupied site to a vacant site sepa-
rated by a distance R is approximately P � exp�22aR 2

W�kBT� [13], where a21 is the localization length and
W is the energy difference between two sites. According
to Mott’s variable range hopping argument [14,15], there
is competition between the two terms in the exponential,
and an electron may optimize its hopping distance R to
achieve the largest hopping rate. Recent charge transfer
studies of DNA have shown that two competing mecha-
nisms, unistep superexchange and multistep hopping, con-
tribute to the charge migration [16,17], which is consistent
with this variable range hopping picture. If we assume that
site energy has a uniform distribution between 2D to D,
the average energy spacing for sites separated by a distance
R would be Da�R, where a �� 3.4 Å� is the distance be-
tween the nearest neighboring bases. We have

P � exp

∑
22aR 2

Da
RkBT

∏
. (1)

The most likely hopping distance R0 is determined by
maximizing this expression, R0 �

p
Da�2akBT . Accord-

ingly, the conductivity s would be

s � exp�2
q

8Daa�kBT � . (2)

Equation (2) characterizes variable range hopping at low
temperatures, which has a weaker temperature dependence
than an activated behavior. It applies provided that R0 is
larger than the distance between the nearest neighboring
bases, a. If R is smaller than a, the conductivity has the
usual temperature-dependence characteristic of activated
behavior, s � exp�2D�kBT �. The criterion, R0 � a,
naturally gives the crossover temperature,

kBTc � D�2aa . (3)

Thus, according to the variable range hopping picture, one
would expect a crossover of temperature dependence of s.
Above Tc, electron transport is via the nearest neighbor
hopping and is a simple activation process, whereas below
Tc, electrons may optimize their paths by using the variable
range hopping, resulting in a weaker temperature depen-
dence. The variable range hopping and resultant tempera-
ture dependence of conductivity in 1D systems have also
© 2001 The American Physical Society
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been analyzed based on the percolation theory [18]. Lee
and co-workers [18] found that the resistance r �� s21�
in a disordered chain with an intermediate length L can
be described as �r� � exp�T0�T �1�2�ln�2aL��1�2, where
T0 � 2aaD.

Although the above variable range hopping model pre-
dicts a crossover and a weaker temperature dependence at
low temperatures than at high temperatures, it is not suffi-
cient to quantitatively explain the experimentally observed
temperature dependence in DNA. Using the values of D

and a determined by the slope of high temperature data
and the crossover temperature, we find that the tempera-
ture dependence given by Eq. (2) is too strong at low
temperatures.

DNA is quite different from inorganic materials in that
DNA chains are flexible and have strong structural fluctua-
tions, which may crucially affect the transport properties.
In fact, molecular geometry fluctuations were found to be
responsible for the ubiquitous Poole-Frenkel behavior of
field-dependent mobility in conjugated polymers [19]. Ex-
perimentally, structural fluctuations in DNA were observed
in dynamic Stokes shifts in the fluorescence spectrum [20].
It was also found theoretically that twist angle fluctuation
modes in DNA are soft, with typical frequencies lower than
25 cm21 [21]. Bruinsma et al. [22] recently proposed a
model to explain the observed two time scales of electron
transfer in DNA based on the temperature driven fluctua-
tions in the relative rotation of adjacent bases and in the
displacement of bases.

We notice that thermal structural fluctuations in DNA,
especially soft twist angle fluctuations between neighbor-
ing base pairs, will considerably limit electron transport
through DNA and make electron wave functions more
localized. Moreover, the electronic localization length
should be a function of temperature due to the thermal na-
ture of these fluctuations. To address the effect of thermal
structural fluctuations on electron localization, we consider
a simplified tight-binding model,

H �
X

l

�2t0 cosull11�cy
l cl11 1 H.c.� 1 elc

y
l cl� , (4)

where c
y
l �cl� is the creation (annihilation) operator for an

electron on site l, the site energy el is a random vari-
able (static disorder) that follows a rectangular distribution
from 2D to D, and ull11 is a relative twist angle deviated
from its equilibrium value between sites l and l 1 1. In
this model, twist angle fluctuations decrease the overlap
of electronic wave functions on adjacent sites. We do not
explicitly take account of the on-site energy fluctuation,
which can be absorbed into the static energy disorder.

The behavior of the electronic localization parameter,
a, can be studied by calculating the participation ratio of
this 1D lattice model, �L21

loc� �
P

ml jcm�l�j4�N , where N
is the total number of the lattice sites and cm�l� is the wave
function of the mth eigenstates. For simplicity, we consider
each ull11 as an independent random variable that follows
a Gaussian distribution with average �ull11� � 0. The
variance is, according to the equipartition law, �u2

ll11� �
kBT�IV2, where I is the reduced moment of inertia for
the relative rotation of the two adjacent bases and V is the
oscillator frequency of the mode.

In Fig. 1, we present the participation ratio, �L21
loc�, as

a function of temperature. The solid line is for a system
with both static disorder and thermal twist angle fluctua-
tions, and the dot-dashed line is for a system with only
thermal fluctuations. The similar shapes of these two lines
suggest that the localization parameter a may be written as
a � a0 1 ad , where a0 is due to static disorder and ad is
due to thermal structural fluctuations. At low temperatures,
the fluctuation of ull11 is small and the hopping integral is
t0 2 dt 	 t0�1 2 u

2
ll11�2�. By using the Born approxi-

mation [23], we have ad � ��dt�2� � �u4
ll11� � T2. With

increasing temperature, thermal structural fluctuations be-
come stronger and the localization length parameter a be-
comes larger. However, a cannot increase indefinitely and
must saturate at some point (as shown in Fig. 1), because
when the localized electronic wave functions become ex-
tremely localized, they essentially do not feel any interbase
structural fluctuations. Hence we propose, in DNA,

a � a0 1 a1 tanh�T�Td�2, (5)

which is central to this paper because it determines the
electronic localization length at different temperatures.
Equation (5) has the correct behaviors at both low and high
temperatures. Furthermore, the calculated participation
ratio curve can be well described by this expression, as
shown in Fig. 1. If we substitute Eq. (5) into Eq. (2), we
expect that including thermal structural fluctuations will
lead to a weaker temperature dependence of conductivity
in the variable range hopping regime.
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FIG. 1. Participation ratio as a function of temperature. Dot-
dashed and solid lines correspond to D � 0 and 0.15 eV, respec-
tively. Other parameters are t0 � 0.1 eV, IV2�kB � 250 K,
and N � 1000. The dashed curve represents the expression,
0.17 1 0.21 tanh�T�170�2.
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Parameters a0 and a1 in Eq. (5) for DNA can be
estimated from existing experimental data and quantum
chemistry calculations. We determine a0 from the local-
ization length expression for 1D systems with only static
disorder [24], a0a 	 0.1142�D�t0�2. Ab initio molecular-
orbital calculations show that the transfer integral of two
stacked nucleobases is of order 0.1 eV [25]. We choose,
conservatively, t0 � 0.065 eV for disordered DNA chains,
and D � 0.15 eV according to the conductivity data, and
obtain a0 � 0.18 Å21. The largest value of a at room
temperature, observed from the distance dependence of
electron transfer experiments performed in DNA [16], is
0.8 Å21, which should be close to the saturation value of
a. We choose a1 � 0.7 Å21, and the saturation value is
0.88 Å21, which corresponds to localization length 1.1 Å,
much less than 3.4 Å, the distance between adjacent bases.
Parameter Td in our model controls how fast a saturates
as increasing temperature, which is associated with the
characteristic energy of the twist angle fluctuations, IV2,
with a typical value of 100 200kB [22].

To quantitatively study the temperature-dependent con-
ductivity in DNA, we numerically calculate the dc conduc-
tivity of DNA chains [26]. In the linear-response regime, it
has been shown that this conductivity problem is equivalent
to finding an effective resistance of a random impedance
network [13,27], in which each pair of sites, i and j, is
connected by a resistance Zij [28],

Z21
ij �

e2

kBT
f0

i �1 2 f0
j �w0

ij �
e2

kBT
f0

j �1 2 f0
i �w0

ji ,

where f0
i is the equilibrium occupation of site i, f0

i �
�1 1 e�ei2m��kBT �21. w0

ij is the hopping rate from site i to
site j in the equilibrium, which has the Miller-Abrahams
form [13], i.e., w0

ij � ne22aRij e�ei2ej ��kBT if ei , ej and
ne22aRij if ei . ej . n is an overall multiplicative fac-
tor, which can be determined by fitting experimental data
or by first-principles calculations [11]. In the numerical
calculations, the chemical potential is fixed, m � 0 (i.e.,
half-filled), and a has the form of Eq. (5). The system
in the calculation contains 16 3 16 isolated chains with a
length of 128 bases. The electron transport is assumed to
occur along these chains. We change the chemical poten-
tial and increase the system size, and find that the results
virtually do not change.

Figure 2 plots conductivity as a function of inverse tem-
perature. It is shown that our model gives a crossover of
the conductivity with decreasing temperature. Above the
crossover temperature, the conductivity has an activated
behavior, whereas below this temperature, the conductivity
depends very weakly on temperature. If electron hoppings
are restricted to nearest neighbor hoppings, the tempera-
ture dependence would be a simple activated behavior over
the entire experimental accessible range of temperature, as
described by the dot-dashed line. Thus the variable range
hopping is needed to account for the weak temperature de-
pendence at low temperatures. If there exists static disorder
6020
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FIG. 2. Logarithm of conductivity s versus inverse tempera-
ture. The solid line is the result of our model with a0 �
0.18 Å21, a1 � 0.7 Å21, and Td � 200 K. The dot-dashed line
shows the result of a system where electrons can only hop to
nearest neighbors. The dashed line shows the result of a system
with only static disorder, a � a0 � 0.88 Å21.

only, as depicted by the dashed line (although at low tem-
peratures the temperature dependence is weaker than the
activated behavior), it is too strong to explain the observed
temperature dependence in DNA. At high temperatures the
solid line merges with the dot-dashed line, indicating that
electron hopping comes mainly between adjacent sites.

Figure 3 shows the temperature-dependent conductivity
with different Td . Td is a parameter used to measure
the strength of thermal structural fluctuations and controls
the saturation rate of a as increasing temperature. From
Fig. 3, we see that Td determines where the crossover of
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FIG. 3. Logarithm of conductivity s versus inverse tem-
perature for different Td . Solid, dashed, and dot-dashed lines
correspond to Td � 150, 175, and 200 K, respectively. Other
parameters are a0 � 0.18 Å, a1 � 0.7 Å, and D � 0.15 eV.
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FIG. 4. Logarithm of conductivity s versus inverse tempera-
ture. Circles and diamonds are experimental data measured at
12 GHz for the l-DNA in buffer and the dry l-DNA, respec-
tively (Ref. [12]). The dashed line is our theoretical result with
Td � 175 K and D � 0.165 eV. The solid line is our theoreti-
cal result with Td � 192 K and D � 0.15 eV.

temperature dependence will occur. For a smaller Td , the
crossover occurs at a lower temperature.

To interpret conductivity measurements for the dry
l-DNA and the l-DNA in buffer, we fit the conductivity
data by adjusting Td with fixed a0 � 0.18 Å21 and
a1 � 0.7 Å21. We find excellent fits for both the dry
l-DNA and the l-DNA in buffer, as shown in Fig. 4. The
DNA in buffer is in a water-rich environment, which has
a higher relative humidity than the dry DNA. The smaller
value of Td in the l-DNA in buffer (Td � 175 K) than
that in the dry l-DNA (Td � 192 K) is consistent with the
fact that, in DNA, twist angle fluctuation modes become
softer with increasing relative humidity, as observed in
Raman measurements [29].

In summary, we have proposed a model to describe elec-
trical conductivity in DNA, in which DNA is regarded as a
1D disordered system, and electron hopping between local-
ized states is the main mechanism for electrical conductiv-
ity in DNA. Strong thermal structural fluctuations in DNA
further localize electronic wave functions and result in a
temperature-dependent localization length. As decreasing
temperature, the conduction mechanism changes from the
nearest neighbor hopping to the variable range hopping,
giving rise to a crossover from an activated behavior at
high temperatures to an extremely weak temperature de-
pendence at low temperatures. Our results quantitatively
agree with conductivity measurements of l-DNA and in-
dicate that variable range hopping may be crucial to the
understanding of electron transport in DNA.
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