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Mode Selective Control of Drift Wave Turbulence
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Experiments on spatiotemporal open-loop synchronization of drift wave turbulence in a magnetized
cylindrical plasma are reported. The synchronization effect is modeled by a rotating current profile with
prescribed mode structure. Numerical simulations of an extended Hasegawa-Wakatani model show good
agreement with experimental results.
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Drift waves are caused by pressure-driven instabilities
in magnetized plasmas [1]. Drift wave turbulence is gen-
erally believed to be responsible for anomalous cross-field
particle transport [2] and it is an appealing long-term per-
spective to influence systematically the turbulent transport
in magnetically confined plasmas by active control of drift
wave dynamics. As drift wave turbulence is basically a
spatiotemporal phenomenon, it is barely expected that a
purely temporal or spatial control technique proves to be
efficient and robust. A number of experiments on tempo-
ral feedback control of plasma instabilities were reported
[3] but often with ambiguous conclusions. In general, the
goal of control can be either suppression or stabilization
of given dynamics. The suppression of several drift-type
instabilities was recently demonstrated in a linear magne-
tized device [4]. Control of chaos [5] is a different ap-
proach, where unstable periodic states are stabilized by tiny
adjustments of one or more accessible parameters. The
success of this conception was demonstrated for various
different plasma waves and instabilities [6]. Drift wave
chaos was successfully controlled by temporal feedback
[7], but in drift wave dynamics low-dimensional chaos ex-
ists only in a narrow regime of the transition route to tur-
bulence [8].

We follow a recently proposed stabilization strategy:
open-loop control (synchronization) acting in both space
and in time [9]. It turns out that drift wave turbulence is
reduced by driving preselected drift modes to the expense
of the broadband spectrum. Experiments and numerical
simulations were conducted for a magnetized plasma with
cylindrical geometry. For the synchronization experi-
ments, an arrangement of eight stainless-steel electrodes
(octupole exciter) is positioned in flush-mounted geometry
in the edge region of the plasma column (Fig. 1). The
electrodes of the octupole exciter are driven by sinusoidal
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signals with a fixed, preselected phase angle u between
each electrode pair. In this way, an azimuthally rotating
electric field is generated. The numerical simulations are
based on an extended Hasegawa-Wakatani model in 2D
disk geometry, with the ultimate goal to identify the basic
physical mechanism how the external synchronization
signal is coupled to the drift wave dynamics. Both experi-
ment and numerical simulation show that relatively weak
exciter signals synchronize turbulent drift wave states and
thereby establish a preselected single drift mode.

The experiments are carried out in the linear, magne-
tized, low-b plasma device MIRABELLE [10]. It con-
sists of two plasma source chambers and a magnetized
midsection (length 1.4 m, column diameter 0.30 m, mag-
netic field B � 40 100 mT). Argon plasma is produced in
the source chambers by thermionic hot-cathode discharge
in steady-state operation (neutral gas pressure p � 3 3

1024 mbar, electron temperature Te � 1.2 3.5 eV, elec-
tron density ne � 2 3 1016 m23). Each source chamber
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FIG. 1. The octupole exciter is a circular arrangement of eight
stainless-steel plates of length 32 cm with a 2 mm gap between
each two neighboring plates. The radius of the exciter is rx �
10 cm. Spatiotemporal drift wave dynamics is measured with
an azimuthal Langmuir probe array.
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is separated from the midsection by a stainless-steel mesh
grid (transparency .60%). Only one chamber is oper-
ated as a plasma source. The grid at the active chamber is
positively biased while the other grid, acting as loss sur-
face, is kept at ground potential. In this way electrons
are injected into the midsection and, to a certain degree,
an E 3 B rotation of the plasma column is established
[11]. The magnetized plasma column is immersed in a
stainless-steel tube, which is positively biased to predefine
the potential at the azimuthal boundary (potential range
Ut � 0 20 V). Further information about the experiment
is found in Refs. [7] and [11].

Drift waves propagate azimuthally in the magnetized
plasma column due to fluctuation-induced E 3 B drift in
the presence of a radial density gradient. Control parame-
ters for drift wave dynamics are the grid bias Ug and the
tube bias Ut . Both biases superimpose a radial electric
field across the plasma column and thereby an E 3 B ro-
tation, which is known to destabilize drift waves [12]. In-
creasing either Ug or Ut leads to a transition scenario from
a stable plasma state to drift wave turbulence [8]. The spa-
tiotemporal drift wave dynamics is observed using a circu-
lar array of 32 equally spaced cylindrical Langmuir probes
[13], operated in the electron saturation current regime to
measure density fluctuations (Fig. 1).

The first step in experiment is to establish stationary,
fully developed drift wave turbulence. This is achieved by
choosing values Ug � 5 V and Ut � 12 V and the result
is depicted in Figs. 2(a)–2(d). The time trace of the float-
ing potential fluctuations (a) is clearly irregular and the cor-
responding frequency power spectrum S� f� is broadband
(b), even though a few pronounced peaks are visible in
the low-frequency regime ( f , fci � 15 kHz, the ion cy-
5712
clotron frequency). We note that such low-frequency peaks
have previously been observed for drift wave turbulence in
plasmas with cylindrical geometry [14]. The spatiotempo-
ral data (c), obtained with the probe array, are dominated
by irregular features and no clear-cut mode structure is
observed [8,11]. Developed turbulence is further corrob-
orated by the frequency-mode-number spectrum S� f, m�,
shown in Fig. 2(d). Spectral components are scattered over
a broad area in the � f, m� plane and show no unique dis-
persion relation.

For synchronization of drift wave turbulence, a driver fre-
quency fd is chosen to be close to pronounced spectral fea-
tures in the low-frequency regime. An azimuthal mode
number md is predetermined by selecting a phase shift
u � mdp�4. Nyquist’s sampling theorem restricts the
mode number range to md � 1, 2, 3. The so-obtained ex-
citer signal drives a specific drift mode with phase ve-
locity yf � fd 3 2prx�md , which must be compatible
with the drift wave dispersion. rx is the radial position
of the exciter electrodes. Choosing md � 2, driver fre-
quency fd � 8.0 kHz, and driver amplitude A � 1.0 V
the above discussed drift wave turbulence is successfully
synchronized as shown in Figs. 2(e)–2(h). The floating
potential fluctuations (e) are now fairly regular and have a
relatively large amplitude, of the order of the largest events
in the turbulent state [cf. Fig. 2(a)]. The frequency power
spectrum (f) is sharply peaked at 8.06 kHz and its higher
harmonics only, meaning that the preselected mode is en-
hanced to the expense of broadband low-frequency spec-
tral components. The spectral index f2a of the broadband
high-frequency underground ( f $ fci � 15 kHz, small-
scale) drops from a � 4.2 to a � 3.5. Synchronization
increases the integrated fluctuation power by a factor of
FIG. 2. Temporal and spatiotemporal drift wave dynamics: experiment. The three rows correspond to the unperturbed case, active
exciter with a corotating field, and active exciter with a counterrotating field, respectively. The four columns show the floating
potential fluctuations, the frequency power spectrum, the spatiotemporal density fluctuations, and the frequency-mode-number power
spectrum. Power spectra are obtained by Fourier transform of the temporal and spatiotemporal data.
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5.7, where increase is due to the driven mode whereas
the power of the broadband part is significantly decreased.
Regular dynamics dominate the spatiotemporal data (g) as
well. A pronounced wave structure with mode number
m � 2 is found, which is also present in the sharply peaked
frequency-mode-number spectrum S� f, m�. This further
emphasizes the mode-selective character of the spatiotem-
poral control of the drift wave turbulence.

To test if the control effect is really spatiotemporal, we
reverse the sign of u and thus the rotation direction of the
exciter field. In contrast to the corotating case described
above, the counterrotating exciter signal is moving at
�2yf in the drift wave frame. If the synchronization is an
actual spatiotemporal effect, we expect a much weaker in-
fluence for counterrotating excitation than for a corotating
one. Figures 2(i)–2(l) show the result. Indeed, the
counterrotating exciter field has almost no influence on
the drift wave turbulence. Note that, except for the sign of
u, all parameters are kept the same. The floating potential
fluctuations (i), frequency power spectrum (j), spatiotem-
poral data (k), and the frequency-mode-number spectrum
are barely distinguished from the unperturbed case (a)–(d).
In conclusion, the interaction between the counterrotating
exciter field and the drift wave turbulence is weak, as ex-
pected. This emphasizes the importance of spatiotemporal
synchronization in the present experiments.

We have performed similar synchronization experiments
for several different drift wave turbulence regimes, always
with the same result. Probe measurements in the exciter re-
gion have shown that the actual perturbation of the plasma
equilibrium by the exciter field is in the range of a few per-
cent. Turbulence synchronization is also possible for dif-
ferent preselected mode numbers in the range md � 1 3
(with appropriately chosen fd), but md � 2 requires the
lowest driver amplitude. Driving a single electrode with
signals of the same amplitudes gave almost no effect.

For the numerical simulations we consider a standard
drift wave model, the Hasegawa-Wakatani equations [15]
for density and vorticity fluctuations, which we write in
the form with retained parallel current as
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with Jk � 2s=k�f 2 n�. Here we employed the usual
drift scale ordering and have made the equations dimen-
sionless using rs and Vi as typical length and frequency
scales [16]. s is the suitably normalized parallel conduc-
tivity and N0 is the fixed background density profile. Note
that we do not employ the local approximation for the den-
sity gradient.

The exciter itself is modeled by assuming that it gives
rise to an additional oscillatory parallel current profile of
the functional form =kJext � A sin�pr�r0� sin�2pmdQ 2

vdt� � S, where r0 is the radius of the plasma and Q is the
poloidal coordinate. Making the transition to a 2D model
we arrive at
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where we used =
2
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k , and s̃ � k2
ks � k2

krsTe�
mecsnei . Additionally, in small layers around r � 0 and
FIG. 3. Temporal and spatiotemporal drift wave dynamics: simulation. The figure is arranged as in Fig. 2 and the same diagnostic
tools are used. Good agreement is found between experiment and simulation. fNy � 1�2Dt is the Nyquist frequency. The ion
cyclotron frequency is found to be in the frequency range carrying the main spectral power.
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r � r0 the viscosities were enhanced by a factor of 200.
These layers act as sources and sinks and sustain the back-
ground density gradient. Equations (3) and (4) are solved
using the Arakawa scheme [17] to discretize nonlinearities
and density background term and second-order centered
finite differences for the remaining terms. For time step-
ping a third-order stiffly stable splitting method is used
[18]. Simulations are performed in poloidal coordinates
on a disk, with typically up to 64 3 128 grid points in the
radial and the poloidal direction, respectively. The density
profile is taken to be of the form N0 � 2.5 cos�r�r0�,
with r0 � 10 and the viscosities mn,w are of order 1023

and s̃ � 0.1. The parameters are chosen to establish
a saturated turbulent state similar to the experimentally
observed one. Time series of the density and potential
fluctuations are analyzed using the same diagnostic tools
as for the experimental data.

The simulation result is shown in Fig. 3. By compar-
ing Figs. 2 and 3 it becomes evident that the experimental
findings discussed above are fully reproduced by the simu-
lation. Starting with unperturbed drift wave turbulence
(a)– (d), a synchronized m � 2 state is achieved at a rela-
tively small driver amplitude, A � 0.75, if a corotating
current profile is applied (e)– (h). Exactly as in the experi-
ment, a counterrotating current profile of the same ampli-
tude has almost no effect (i)–(l). The integrated spectral
power and spectral indices behave similar to experiment.
For synchronized turbulence, the integrated spectral power
is increased by a factor of 5.5 and the spectral index a

drops by a factor of 2–3, stronger than in experiment.
From numerical simulation we may conclude that the ex-
periment is at least qualitatively reproduced by the 2D
model (3) and (4). The rotating current profile couples via
=kJext the two equations mode selectively and thus leads to
amplification of the preselected mode md . In other words,
in the drift wave frame the poloidal symmetry is broken
by the structured current profile which leads to mode se-
lection. We note that only a rotating current profile yields
synchronization; alternative concepts like rotating electric
fields, etc., gave no effect.

Full access to the poloidal plane allows one to inspect
the drift mode structure for the three cases (Fig. 4). In
the synchronized case a clear m � 2 mode structure is
recognized, whereas in the other two cases smaller scale
irregular structures prevail. Note that simulations may
give insight into further interesting points, e.g., systematic
change of anomalous particle transport. This should be
done, however, in 3D and results will be reported in a later
publication.

In conclusion, mode-selective control of drift wave tur-
bulence by spatiotemporal synchronization was demon-
strated. In experiment synchronization was achieved by
using a phase-shifted sinusoidal driver signal applied to an
octupole exciter. The experimental findings are reproduced
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FIG. 4. Snapshots of the 2D mode structure as taken from the
simulations. Gray scale plots of the density fluctuations, from
left to right: Unperturbed case, corotating, and counterrotating
current profile.

by an extended Hasegawa-Wakatani model. The numeri-
cal simulation strongly supports the idea that the drive acts
as a structured rotating current profile. Only if the current
profile rotates at roughly the phase velocity of the prese-
lected drift mode, control is achieved.
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