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Structure Formation and Tearing of an MeV Cylindrical Electron Beam
in a Laser-Produced Plasma
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The stability of a cylindrical, solid hot electron beam propagating in a high density plasma has been
studied using a two-dimensional, hybrid Darwin code. The initially solid beam evolves into a hollow,
annular beam due to the Weibel instability and generates strong magnetic fields on both sides of the
annular ring. The annular structure subsequently breaks up into several beamlets via a mechanism similar
to a tearing instability. It is found that the magnetic fields parallel to the direction of beam propagation
also grow due to the tearing process.
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Ultraintense, short pulse lasers [1,2] have been devel-
oped in recent years to generate relativistic plasmas. When
the irradiation intensity approaches 1018 W�cm2, the elec-
tron quiver velocity is close to the speed of light. Near
the cutoff surface, where the plasma frequency equals the
laser frequency, the laser generates an intense relativistic
electron stream which carries the absorbed laser energy
into the overdense plasma. The electric current associated
with the electron stream reaches 100 MA or higher in a di-
ameter of a few tens of micrometers when the input laser
power is 100 TW or higher. Since the relativistic elec-
tron current is much higher than the Alfvén limiting cur-
rent, gmec3�e � 17g kA for a relativistic electron beam
with average energy of �g 2 1�mec2, the relativistic elec-
tron current penetrating into the overdense plasma will be
neutralized by a return current induced in the background.
Through this process, the absorbed laser energy is trans-
ported into the dense plasma. Further, this process has
significant consequences for the fast ignition concept [3]
of the laser fusion research.

Although the return current carried by thermal back-
ground electrons removes the Alfvén current limitation, the
resulting bi-Maxwellian electron distribution is susceptible
to a number of instabilities, including the Weibel instabil-
ity [4,5]. The Weibel instability is characterized by the
variation of perturbed quantities in the direction transverse
to the beam axis. It generates strong magnetic fields trans-
verse to the direction of beam propagation, and the mag-
netic field causes the beam to break up and be deflected.

The electromagnetic dynamics of relativistic electrons
generated by ultraintense lasers has been widely studied
by computer simulation [6–10]. Many of the studies use
electromagnetic, particle-in-cell (PIC) codes, which can
describe kinetic effects of hot electrons and full electro-
magnetic processes. However, 2D or 3D PIC codes require
large computer memory because they usually use a few
tens of particles per computational grid to reduce statisti-
cal fluctuations. PIC codes also consume computer CPU
time because they must use small time steps, which are
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limited by the Courant condition, cDt�D # 1, where Dt
is the time step, D is the grid spacing, and c is the speed
of light. The grid spacing in PIC codes must be the order
of the Debye length lD [11], then the time step is shorter
than yte��cvpe�, where yte is the thermal velocity of the
electrons, and vpe is the electron plasma frequency.

In order to reduce computational time and memory con-
sumption and to simulate large scale plasmas for long time
durations, we have developed a new type of simulation
code, a hybrid Darwin code. This code has two features.
The first is that it uses a hybrid description, i.e., hot elec-
trons and cold electrons are separately described. Hot
electrons, whose density is lower, are described as par-
ticles, while cold electrons, whose density is higher, are
described as a fluid. Since the hot electron density is ap-
proximately of the order of the cutoff density, the density
of cold electrons, which is approximately the same as the
background density, is always much higher than the hot
electron density in overdense plasmas. While the particle
treatment retains the kinetic effects of hot electrons, the
fluid description of cold electrons enables us to reduce the
total amount of memory consumption. The cold electron
quantities, such as density or velocity, are assigned only
on the computational grids, which are several times fewer
in number than the particles. This feature is especially im-
portant for the analysis of hot electron dynamics in very
high density plasmas.

The other feature of our code is that it uses the Dar-
win approximation to calculate the self-consistent elec-
tromagnetic fields [12]. This approximation extends the
electron magnetohydrodynamics (EMHD) model [13,14]
to include space charge effects. In the Darwin approxima-
tion, the electric field E is divided into a divergence-free
component ET , where = ? ET � 0, and a curl-free com-
ponent EL, where = 3 EL � 0. The displacement cur-
rent due to the divergence-free component is neglected.
Since both components of the electric field in the Darwin
approximation are calculated directly by either Helmholtz
or Poisson equations, it is not necessary to solve for the
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temporal evolution of the electric fields. As a result, high
frequency oscillations such as high frequency electromag-
netic waves are automatically removed, and the restriction,
cDt�D & 1, is not necessary. Since this model includes
self-consistent electrostatic fields, the time step is usually
shorter than 1�vpe. This time step is longer than the time
step of PIC codes �cDt # D # ytc�vpe� by the ratio of
c�ytc, where ytc is the thermal velocity of cold electrons.
Since we also have no constraint that the grid size must be
of the order of lD , we can take it to be a fraction of the col-
lisionless skin depth, c�vpe, which is usually larger than
lD � ytc�vpe in cold plasmas. These advantages enable
us to do large scale simulations for the hot electron dy-
namics in cold overdense plasmas.

We have performed two-dimensional simulations using
the hybrid Darwin code to analyze the evolution of an ini-
tially solid cylindrical, hot electron beam propagating in
an overdense plasma. In the simulations, vector quantities
retain all three components; however, spatial variation is
restricted to the two directions �x, y� transverse to the
direction of beam propagation. Recently, Honda et al.
showed simulation results for such a case using a PIC code
[9,10]. Since they, however, assumed a uniform beam ini-
tially, they did not simulate the macroscopic dynamics of
beam structure formation that we consider here.

Figures 1–3 show the results. Figures 1(a) and 1(b)
are the hot electron density profile at different times,
vpet � �a� 67 and (b) 81, where v2

pe � 4pe2n0�me,
which is determined by the background ion density n0.
These times are sufficiently short that ions can be taken to
be immobile as we have assumed. The initial hot electron
beam profile is cylindrically flattop, and its diameter is
200D, where D is the grid spacing. The peak hot electron
density is set to be 0.1n0, while the initial cold electron
density is determined to maintain charge neutrality. In
the figure, the density is normalized by n0. The total
simulation system is 512D 3 512D, while we show
only the central region of size 120D 3 120D where the
beam pinches. The normalized collisionless skin depth
c��vpeD� � 8 in the simulation. The initial average
velocity of the hot electrons �yz� is 0.885c (Lorentz
factor g0 � 2.15), and the initial flow velocity of the cold
electrons ucz is set so as to cancel the initial hot electron
current �nh�yz� 1 ncucz � 0�.

The dimensionless parameters of the simulation corre-
spond to dimensional parameters as follows. When n0 �
1022 cm23, v21

pe � 0.177 fs and D � 6.64 3 1023 mm,
and, hence, the diameter of the hot electron beam is about
1.33 mm. Figures 1(a) and 1(b) show the results at times
corresponding to 11.9 and 14.4 fs, respectively. The initial
temperatures of both hot and cold electrons are set to be
5 keV.

As shown in Fig. 1(a), the density of the circular edge
of the hot electron beam increases, and the beam gradu-
ally forms an annulus. This is due to the Weibel instabil-
ity. When the temperatures of hot and cold electrons are
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FIG. 1. Temporal evolution of hot electron density profile,
nh�x, y�, at vpet � �a� 67 and (b) 81.

equal, the growth rate of the Weibel instability GW for the
relativistic case is described by the following formula [8]:

GW �

∑
anh0u2

h0�nc0

b 1 c2k2�v2
pe

2 c2
h0

∏1�2

k . (1)

Here, nh0 and nc0 are the initial densities of hot and cold
electrons, respectively, uh0 is the initial flow velocity of
hot electrons, ch0 � �mhTh0�meg0�1�2 is the thermal ve-
locity of hot electrons, where mh is the adiabatic constant,
Th0 is the initial temperature of hot electrons, and k is the
wave number of the unstable mode. The quantities a �
�nc0�g0 1 nh0��n0 and b � �nh0�g0 1 nc0��n0 are rela-
tivistic correction factors. The growth rate has a maxi-
mum at c2k2

max�v2
pe � �abnh0u2

h0�nc0c2
h0�1�2 2 b. For

the parameters of the simulation, nh0�nc0 � 1
9 , uh0�c �

0.885 �g0 � 2.15�, and ch0�c � 0.0871 for mh �
5
3 , the

wave number satisfies ckmax�vpe � 1.19, and the wave-
length for maximum growth is about 42 grids. This is
approximately twice the annular beam thickness. The ini-
tial cylindrical beam is radially inhomogeneous. For this
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FIG. 2. Temporal evolution of magnetic field lines at vpet �
�a� 67 and (b) 81. The arrows in the figures show total electron
fluxes ncuc 1 nh�y�.

reason, the first perturbations to grow have no azimuthal
variation. However, as shown in Figs. 1(a) and 1(b), the
annular beam gradually pinches, becomes unstable, devel-
ops azimuthal structure, and breaks up into several narrow
filaments. Since each narrow beam of hot electrons carries
a current, the narrow beams attract each other, and they
eventually coalesce into a single hot electron beam at about
vpet � 140. The process of coalescence is similar to the
results of Honda et al. [9,10]. We have also simulated the
case of a beam that initially has a smooth Gaussian depen-
dence on radius. In this case, the beam also develops an
annular structure first before breaking into filaments.

Figures 2(a) and 2(b) show isocontours of the z compo-
nent of the vector potential Az , which correspond to mag-
netic field lines in the 2D case. The plots correspond to
the same times as in Figs. 1(a) and 1(b). Figure 2(a) shows
that the magnetic field is generated on both the inside and
the outside of the annular beam. Further, the field lines re-
connect as the beam breaks up into several narrow beams,
as shown in Figs. 2(a) and 2(b). This process is very simi-
lar to the tearing instability in magnetized plasmas.

Since ions are immobile and only electrons participate,
the process is closely related to whistler mediated magnetic
reconnection, which was proposed by Mandt et al. [15].
Whistler mediated reconnection is characterized by the
generation of an out-of-plane magnetic field, which is
transverse to the original magnetic field generated by the
current sheet. Under the current conditions, the generation
of the out-of-plane field implies the generation of a mag-
netic field parallel to the direction of beam propagation.

The arrows in Fig. 2 show the total electron flux vec-
tors, nh�y�� 1 ncuc�, which are proportional to the cur-
rent density. The vectors clearly indicate the presence of
current loops in the plane after the tearing is well devel-
oped. The loops generate the out-of-plane magnetic field.
Figure 3 shows the temporal evolution of the maximum
strength of the in-plane magnetic field. Figure 3 shows
the temporal evolution of the maximum strength of the
in-plane magnetic field, BT , and the out-of-plane magnetic
field, Bz , respectively. In the figure, the magnetic field is
normalized by B0 � �4pn0Th0�1�2, where B0 � 31.7 MG
for the current parameters. The figure shows that the
out-of-plane field grows exponentially after the tearing
process becomes significant. The maximum in-plane mag-
netic field is about 80 MG for the current parameters, while
the maximum out-of-plane field reaches about 28 MG.

FIG. 3. Maximum magnetic field strength in the simulation
region. Here, BT is the transverse component to the beam propa-
gation, and Bz is the parallel components to it.
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There is a major difference between pure whistler me-
diated reconnection and our results. While whistler recon-
nection generates a quadrupole out-of-plane field around
the X point [16], our results show a dipole field, which
changes sign on both sides of the X point. The dipole
field appears because the hot electron beam has an in-
ward velocity due to the pinch. From our simulation
results [Figs. 2(a) and 2(b)], the inward velocity is es-
timated as about uh� � 0.1c. On the other hand, the
background electrons do not have such a large radial ve-
locity component, although their density nc changes as
it neutralizes the hot electron density. As a result, the
hot electrons and the cold electrons have a relative ra-
dial flow. When the beam has cylindrical symmetry, the
relative flow does not contribute to the generation of an
out-of-plane magnetic field. But as the tearing develops,
the hot electron flow and the cold electron flow in the plane
are also torn, and this produces a current loop with op-
posite sign on either side of the X point. According to
this process, the generated magnetic field is estimated as
�B0�2� �DL��c�vpe�� �nh�n0� �uh��yth0�, where DL is the
size of the narrow beam, and yth0 � �Th0�me�1�2. For the
current parameters, nh � n0, yth0 � 0.099c, and DL �
15D � 2c�vpe, the value is about B0, which agrees well
with the maximum strength of Bz . In our simulation, the
quadrupole field is too small to be observed.

In conclusion, we have studied the stability of hot elec-
tron transport and strong magnetic field generation in over-
dense plasmas, which is critically important for the fast
ignition concept. For this purpose, we have used a newly
developed hybrid Darwin code. The results show that
the cylindrical hot electron beam, which is initially solid,
gradually forms annular structure due to the Weibel insta-
bility, and the annular ring breaks up into several narrow
beams through a similar process to a tearing instability.
The tearing process is accompanied by the generation of an
out-of-plane magnetic field. The out-of-plane field in our
simulation had a dipole character, which can be explained
by the relative velocity between the hot and the cold elec-
tron flows in the transverse plane. Since the out-of-plane
field reaches a strength on the same order of the in-plane
field, the three-dimensional field lines form spirals as they
surround the hot electron beam.

A hybrid description has a potential to reduce the mem-
ory consumption for the simulation of a much higher
density region than the current one. While the major mem-
ory consumption of the PIC code comes from its usage of
a large number of particles, a hybrid code uses particles
only for the hot electrons, and then one particle per one
grid is enough for such a high density region. This means
that the total required memory is proportional to the num-
ber of grids assigned on fields such as a pure fluid code.

However, although our new code is more suitable for
the analysis of a large area of overdense plasma than a
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PIC code, the limitation on the time step by 1�vpe and
on the grid size by the factor c�vpe is still tight for a
very high density region (*103 critical density). Plasma
oscillations are not expected to be so important in such
overdense regions. This is because charge neutrality is
well maintained in these regions, and the small electrostatic
field will not affect the beam dynamics significantly. One
possibility to relax the limitation of the time step is to
use an implicit scheme in the temporal evolution. Using
such a scheme and to use a few tens of gigabytes memory
machine, the full scale simulation of the fast ignitor beam
can be done.
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