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Ionization Processes and Charge-State Distribution
in a Highly Ionized High-Z Laser-Produced Plasma
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The charge-state distribution in a well-characterized highly ionized Au plasma was accurately deter-
mined using time-resolved x-ray spectroscopy. Simultaneous measurements of the electron temperature
and density allow the first direct comparisons with nonlocal thermodynamic equilibrium model predic-
tions for the charge-state distribution of a highly ionized high-Z plasma in a nonradiative environment.
The importance of two-electron atomic processes is clearly demonstrated.

PACS numbers: 52.25.Jm, 52.25.Nr, 52.50.Jm, 52.70.La
Nonlocal thermodynamic equilibrium (non-LTE) pro-
cesses control the behavior and macroscopic conditions of
high temperature plasmas generated in many present day
experiments such as in hohlraums [1], tokamaks [2], and
Z pinches [3], as well as astrophysical sources [4]. In
such plasmas, emission spectra are often used as a means
for diagnosing plasma conditions and for studying a wide
variety of plasma phenomena. Although much progress
has been made in the study of K-shell and L-shell spectra
[5,6], little work has focused on understanding non-LTE
processes in the more complex M- and N-shell atomic sys-
tems [7,8]. This is of particular importance for high power
devices such as hohlraums and Z pinches, where high-Z
(Z . 50) materials are typically used and where the elec-
tron temperature is often sufficient to reach highly ionized
states. In this Letter, we present results in which the den-
sity, temperature, and charge-state distribution in a hot Au
plasma are determined independently, allowing the first di-
rect comparisons to predictions from non-LTE models in
this highly ionized high-Z regime.

In general, a balance between collisional and radiative
processes such as ionization, recombination, excitation,
and radiative decay governs the degree of ionization in a
non-LTE plasma. In high-Z materials ionized into open
M- or N-shell configurations, two electron processes play
an important role by adding significant channels for ion-
ization and recombination through multiply excited states.
Such two-electron processes consist of resonant capture
into a doubly excited state and its inverse, autoionization.
Resonant capture can also be stabilized by radiative de-
cay of one of the excited electrons leading to dielectronic
recombination. In most cases, these complex systems of
levels and transitions are too numerous to treat in full de-
tail. This has led to a number of approximate theoretical
approaches such as average atom models, e.g., XSN [9],
hydrogenic detailed configuration accounting models, and
more detailed models such as SCROLL [10], MCUTA [11],
and FINE [12]. In fact, predictions for the average charge
from various non-LTE models for M-shell Au have re-
cently been shown to disagree by more than ten ionization
stages [13], emphasizing the need for well-characterized
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experimental data. Accurate data may also test current
theories, which rely on LTE distributions [14].

Recent experiments on a laser-heated Au disk have in-
dicated the importance of including dielectronic recombi-
nation in modeling the conditions of the blow-off plasma
[8]. A more direct approach for testing atomic models is to
produce a plasma with uniform, slowly varying conditions,
and independently measure the density, temperature, and
charge-state distribution. In this Letter, we describe experi-
ments where Au microdot samples, buried in a thin Be
foil, are laser heated to 2 keV (2.3 3 107 K) and ionized
into the M shell. Samples are well tamped to provide the
high densities required for steady-state ionization equilib-
rium and to maintain uniform conditions during expan-
sion. The electron density is determined by x-ray imaging
the Au sample, and the electron temperature is measured
with Thomson scattering. The charge-state distribution is
obtained from analysis of temporally resolved measure-
ments of 5f-3d x-ray emission spectra, allowing the aver-
age charge Z� to be determined to within �1% accuracy.
To our knowledge, these results provide the first accurate
determination of the charge-state distribution in a highly
ionized high-Z plasma. As presented below, model pre-
dictions that include two-electron processes are consistent
with the data, and the effect of including these processes
on the charge-state distribution are significant.

These experiments were conducted on the NOVA laser
facility at Lawrence Livermore National Laboratory [15].
The targets consisted of 1-mm-square, 12-mm-thick Be
foils with 200-mm-diameter 1000-Å-thick layers of Au
centrally buried in the foil. The foils are heated with 8 ns,
flattop (100 ps rise time), �2 kJ, 350 nm beams from each
side. The beams are spatially smoothed, resulting in uni-
form illumination over a 350-mm-diameter circular focal
spot. Two beams are centrally focused on each side, over-
filling the buried Au region, while seven beams are dis-
tributed to fully ionize the surrounding Be foil.

The electron temperature was measured with a Thomson
scattering diagnostic [16]. The 263-nm, 50-J, 4-ns-long
probe laser was directed normal to the target and focused
to a 100-mm-diameter spot at target center. The critical
© 2000 The American Physical Society
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electron density of the probe is ne � 1.7 3 1022 cm23,
allowing the plasma to be probed early during its expan-
sion, when its density is high and when the plasma is near
steady-state ionization equilibrium. Light is collected at
90± from ��100 mm�3 scattering volume and relayed to
a spectrometer coupled to a streak camera detector sys-
tem that records the time-dependent spectrum of scattered
light with 30 ps resolution. X-ray imaging data indicates
that, within a few nanoseconds, the sample has expanded
sufficiently such that the scattering volume should be well
within the Au sample and not affected much by the sur-
rounding Be tamper material. The spectrum consists of two
clearly defined ion-acoustic features that are separated by
twice the ion sound speed, proportional to �Z�Te�1�2 (see
Fig. 1). The spectrum is fitted using theoretical predictions
of Thomson scattering [16] that include beam broadening
of the ion acoustic peaks due to the transverse velocity
gradient predicted from LASNEX [17] simulations. The
asymmetric profile suggests a shift in the electron distribu-
tion function, possibly due to heat flow. As described be-
low, Z� is determined directly from the emission spectrum
and this determination is only weakly dependent on Te.
This yields an electron temperature Te � 2.2 keV 6 10%,
using Z� � 49 as derived below from the Au emission
spectrum. The uncertainty in Te arises mainly from the
accuracy in determining the separation of the ion-acoustic
features due to noise in the data. In one experiment where
the probe beam energy was much lower (25 J), the plasma
reached similar conditions, suggesting that the probe con-
tributes little to the sample heating.

The density was obtained from spatial imaging the x-ray
emission to determine the extent of the sample expan-
sion. The x-ray spectrometer (described below) views the
sample side-on and spatially images parallel to the foil sur-
face. Side-on and face-on x-ray pinhole images of the
Au emission are also recorded with time-gated channel
plate detectors on film. The Au sample expands mainly

FIG. 1. Thomson scattering data at �3 ns following the laser
initiation shows well-resolved ion-acoustic features. The dotted
line is a theoretical fit corresponding to Te � 2.2 keV.
in the axial direction normal to the surface, and reaches
ne � 6 3 1020 cm23 6 20% (400 mm axial expansion)
at 2.8 ns after the laser initiation, coincident to the Au spec-
trum presented below.

The laser heating and hydrodynamic expansion were
simulated with the 2D hydrodynamic code LASNEX [17].
The density in the thin Au layer remains uniform during
expansion due to the relatively large areal mass of the
Be tamper (6 mm on each side). In conjunction with
the spatially uniform illumination, at these temperatures
(Te � 2000 eV) and densities (ne � 1021 cm23) the heat
conduction helps maintain a uniform temperature in the Au
sample, which is bathed in the hot Be reservoir. The Au
foil is optically thin in the direction normal to the sur-
face, and thus radiation transport does not affect the
temperature uniformity. Simulations indicate that the den-
sity and temperature remain uniform to within �10% and
�5%, respectively. The predicted temperature uniformity
is also consistent with spatially resolved temperature
measurements obtained from shifting the Thomson probe
�100 mm from the target center, which resulted in no
significant difference in Te.

Because of the relatively high densities and slow ex-
pansion, calculations indicate that the Au sample should
remain near steady-state ionization equilibrium during
the 2–3 ns following the initiation of the heating pulse.
At ne � 6 3 1020 and Te � 2 keV, relaxation times are
�100 ps [18], significantly faster than the �1 ns hydrody-
namic expansion time. More detailed results from similar
2D simulations illustrating the predicted uniformity and
steady-state conditions can be found in Ref. [19].

The Au x-ray emission spectra in the wavelength re-
gion 3.3–3.9 Å were measured with a time-resolved flat
Pentaerythritol crystal spectrometer [20]. The resolving
power of the instrument is source size limited to E�DE �
300. The 3.3–3.9 Å wavelength region is dispersed over
a 2 cm length onto a time-gated channel plate detector
and recorded on Kodak Tmax 3200 film. The spatial and
temporal resolutions were 50 mm (on target) and 100 ps,
respectively. The spectral data were corrected for the non-
linear film response and the variation in sensitivity across
the detector.

Shown in Fig. 2 is the measured Au emission spectrum.
The spectrum is composed of 5f-3d supertransition
arrays (STAs) that are spectrally well separated by charge
state. The two interwoven 5f7�2-3d5�2 and 5f5�2-3d3�2
STAs from charge states germaniumlike (Ge-like) Au147

to cobaltlike (Co-like) Au152 are clearly identified. These
broad STA features are due to transitions between levels
with spectator electrons distributed among the 4l (0 #

l # 3) orbitals, i.e., Cu-like transitions 3d104l-3d9
j4l5f

(0 # l # 3) or Zn-like transitions 3d104l4l0-3d9
j4l4l05f

(0 # l, l0 # 3). The j value ( j � 3�2 or 5�2) of the
3d hole in the upper level determines the energy split-
ting of the bands; the 5f5�2-3d3�2 transitions in each
ion are �85 eV higher in energy than the correspond-
ing 5f7�2-3d5�2 transitions. Ni-like transitions consist
993
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FIG. 2. Au 5f-3d emission spectrum. Co-like to Ge-like fea-
tures are labeled 1–6. Primed and unprimed numbers refer to
j � 5�2-3�2 and j � 7�2-5�2 transition arrays, respectively.
The feature at 3490 eV is due to Ni-like 3d94l-3d84l5f tran-
sitions. The dashed line is a multi-Gaussian fit to the data.
The dotted lines are calculated spectra from RIGEL (a) with and
(b) without two-electron processes included.

mainly of the resonance 3d10-3d95f lines. The weaker
3d94l-3d84l5f transition arrays are shifted up in energy
by �50 eV. The 5f5�2-3d3�2 feature for this class of
transition at 3490 eV is apparent in Fig. 2, while the
associated 5f7�2-3d5�2 band blends into the low energy
side of the 5f5�2-3d3�2 Cu-like transition array.

The population kinetics of the ground state and excited
states of each emitting ion were studied using detailed
collisional-radiative calculations employing the HULLAC

[21] suite of codes. These calculations indicate that, in
each ion, the dominant populations are in ground-state
or near ground-state levels in which the n � 4 electrons
are distributed among excited 4l orbitals. Furthermore,
the upper levels involved in the 5f-3d transitions are cal-
culated to be dominantly populated through collisional
excitation of the 3d electron in the lower 3d104l levels
(for various permutations of the 4l electrons). This al-
lows the ionic populations to be determined from the total
5f-3d STA emission strengths, using the calculated ratios
of collisional excitation to radiative decay rates between
these levels. These ratios are only weakly dependent on
the ion charge for these transitions and vary in a similar
manner with temperature, providing a relatively model-
independent method for determining the charge-state abun-
dances. Corrections due to autoionization and dielectronic
recombination between adjacent charge states are also in-
cluded [21]. These two-electron processes enhance the
upper levels of the observed transitions by a small-to-
moderate amount, depending on the angular momentum
state of the 4l spectator electrons.
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The aggregate line strength of each 5f7�2-3d5�2 and
5f5�2-3d3�2 STA is obtained with a multi-Gaussian fit to
the spectrum, assuming a common Gaussian width and
using the calculated relative line strengths [22] between
5f7�2-3d5�2 and 5f5�2-3d3�2 transitions (see Fig. 2). A
smooth continuum background is subtracted and the rela-
tive strengths of each transition array are determined. The
optical depths for the 5f-3d transition arrays are calcu-
lated using the measured density and path length through
the sample. For simplicity, we assume a spherical, isother-
mal plasma with the physical distribution of ionization
states and allow photoabsorption to redistribute level popu-
lations in a self-consistent fashion. At electron density
6 3 1020 cm23 and electron and ion temperatures of 2.2
and 2.0 keV, respectively, we find that the Co-, Ni-, Cu-,
Zn-, and Ga-like 5f-3d emission features are suppressed
by an average of 2%, 12%, 17%, 21%, and 2%, respec-
tively. The STA strengths, adjusted for optical thickness
effects, are then used to calculate the populations for each
ionic state. Further details on the line transport and colli-
sional-radiative modeling are presented elsewhere [22].

The derived charge-state distribution is shown in Fig. 3.
The distribution is peaked near Cu-like Au150 with
uncertainties in each charge-state fraction varying from
100% (Co-like) to 30% (Cu-like) as estimated from the
variance in fit to the data. Additional uncertainties from
the optical depth corrections due to the density uncertainty
are much smaller. The average value of this distribution is
Z� � 49.3. The uncertainty in Z� due to uncertainties in
each charge-state fraction is 60.2. Additional uncertainty
in Z� due to the sensitivity in subtracting the background
continuum and from possible inclusion of overlapping
emission from other charge states is estimated in a separate
study to be 60.4 [22]. Including these contributions to
the overall uncertainty yields Z� � 49.3 6 0.5.

The calculated spectra from the non-LTE code RIGEL

[23], using the measured values of ne and Te as input, are

FIG. 3. The derived charge-state distribution for Au (circles).
Also shown are results from the code RIGEL, where calculations
with (squares) and without (triangles) two-electron processes are
shown for comparison.
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shown in Fig. 2. RIGEL is a superconfiguration-based [10]
collisional-radiative code constructed using hydrogenic su-
pershells, and solved using Monte Carlo techniques. For
this calculation, the RIGEL code employed atomic data
based on the local density approximation. The predicted
value of the average charge is Z� � 49.1, and the calcu-
lated spectrum shows similar relative intensities to the data,
such as between the Ni-, Cu-, and Zn-like features. For
comparison, also shown in Fig. 2 is a calculated spectrum
in which two-electron processes were not included. In this
case, the predicted average charge Z� � 53.3. Ni- and Co-
like features dominate the spectrum while the lower charge
states, Ge-like to Cu-like, are almost negligible.

Comparisons of the calculated and experimental charge-
state distributions are shown in Fig. 3. For the case where
two-electron processes are included (Z� � 49.1), the peak
position and width of the calculated distribution agree well
with the data. For the case in which two-electron processes
were not included, the distribution is shifted higher by four
ionization stages (corresponding to Z� � 53.3), far outside
the range of the experimental results.

Effects of the ambient radiation field on the ionization
balance and emission spectrum in the Au sample were
considered. The 2D LASNEX simulations described above
predict that radiation temperature in the relatively thin Au
samples remains below 100 eV. Calculations with an ap-
plied 100 eV thermal radiation field resulted in no sig-
nificant difference in the emission spectrum of the 5f-3d
transition arrays or in the average charge state (,0.1),
due to the relatively high threshold for photoionization.
Therefore, the ambient radiation field in these thin samples
should have little effect on the charge-state distribution
or spectral emission features in this wavelength region of
interest.

As mentioned above, the optical depth of n � 5 2 3
transitions were taken into account in the analysis, and
leads to a small correction in the charge-state distribution.
However, the populations of doubly excited states with
n � 4 electrons, such as Ni-like 3d84l5l0 levels, may be
enhanced through photoabsorption of electrons in n � 3
levels. Radiative decay from these levels would produce
enhanced satellite emission for the 3d94l-3d84l5f transi-
tions, and may explain why the measured intensity of this
feature at 3490 eV is higher than predicted from the RIGEL

code, which does not include line transport effects.
To summarize, the charge-state distribution in a well-

characterized, highly ionized, high-Z plasma has been
accurately determined for the first time. We clearly
demonstrate that two-electron processes, which signifi-
cantly lower the average charge state, are required to be
consistent with our experimental results.
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