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Three Dimensional Diffusion Delay Time Tomography
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Stable numerical convolution of the diffusion impulse time response with a Gaussian wave packet
produces a wave packet whose delay time is governed by an eikonal equation where the diffusivity
distribution plays the role of the square of the velocity distribution. Diffusion delay time tomography
data can approximately image the diffusivity distribution by solving an inverse problem for the eikonal
equation with multiple rays that traverse low diffusivity regions not traversed by earlier related methods,
and consequently the resolution in such regions is improved. This is important for medical imaging.

PACS numbers: 03.65.Db
Our goal here is to numerically estimate the three di-
mensional diffusivity distribution within a bounded vol-
ume from diffusion impulse time response tomography
data measured on the boundary of this volume. We trans-
form the 3D nonlinear inverse problem of the diffusion
equation to an equivalent 3D nonlinear inverse problem
of the eikonal equation. The data for the inverse prob-
lem of the eikonal equation are obtained from the time of
advance (the diffusion delay time) of the intensity peak
of a complex valued broad Gaussian wave packet (GWP)
which results from the numerical convolution of the mea-
sured causal diffusion time impulse response with a re-
lated complex valued GWP. This new and stable GWP
transform is important because the numerical solution of
the 3D inverse problem of the eikonal equation requires
much less computer time and random access memory and
disk space than the corresponding numerical solution of
the nonlinear inverse problems of the diffusion equation or
electrical impedance tomography [1]. Our GWP transform
is related to a quantum GWP transform that we recently
introduced for 3D quantum delay time tomography when
phase information is not available [2]. Whereas the use of a
complex valued GWP in quantum wave propagation [2] is
natural, its use in real valued diffusion processes consid-
ered here is not natural and, consequently, it must be con-
sidered as novel in addition to being new. This “overlap”
produces an important, new, and unexpected result that
the complex valued 3D diffusion time response due to a
broad complex valued GWP source time function is also
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a broad complex valued GWP. This fundamental result
cannot be obtained by standard earlier manipulations of
the diffusion equation, but it requires a novel diffusion ap-
plication of Born’s insight of quantum mechanics that a
sufficiently monoenergetic complex valued quantum GWP
remains approximately undistorted for a long time and
distance. This overlap is important and novel because it
produces a new, simple, stable, and practical numerical
convolution algorithm for the estimation of the diffusion
delay time from partial and noisy measurements of diffu-
sion impulse time response data. We also generalize our
GWP transform to apply to 3D compressible fluid flow
and electromagnetic induction. The former can be used
in ground water hydrology. The later can be used in geo-
physical imaging and in noninvasive medical imaging of
the conductivity distribution of lungs, in sharp contrast
to electrical impedance tomography systems [1] which re-
quire galvanic contacts to the patient which we eliminate
by using electromagnetic induction rather than direct cur-
rent flow. The new 3D diffusion imaging method presented
here improves the resolution and stability of earlier related
imaging methods [3–4], especially in white holes regions
[5] (corresponding to low diffusivity anomalies), which are
not traversed by first arrival time rays due to all the source
and the receiver combinations, by the inclusion of arrivals
and rays that traverse such regions. This is important for
the minimization of erroneous diffusion delay time tomog-
raphy data interpretations in geophysics, hydrology, and
especially in medical imaging. The “blackening” of the
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white holes by rays that traverse such regions can be also
applied to improve the resolution of first arrival time to-
mography systems [6]. We should emphasize that the 3D
diffusion equation considered here cannot be transformed
to the 3D Schrödinger equation treated in [2] because the
diffusivity distribution is 3D. One can, however, analyti-
cally continue the diffusion time impulse response to an
equivalent data corresponding to imaginary time, and then
modify the nonlinear inversion algorithm of [2] to apply
to such data. This imaginary time transformation is, how-
ever, computationally time consuming and numerically un-
stable when applied to partial and noisy experimental data,
in sharp contrast to the simple, stable, and fast numerical
convolution operation discussed here.

We consider the following 3D diffusion equation

= ? D=c � ct 2 d�t�d��r 2 �rs� , (1)

where d�t� is a one dimensional Dirac’s delta function
of time t, d��r� is the 3D Dirac’s delta function, �r and �rs

are position vectors in three dimensions, c � c��r , �rs, t�
is the 3D diffusion impulse response or equivalently
the 3D Green’s function, D � D��r� is the 3D posi-
tive diffusivity distribution, and = is the 3D gradient
operator. The nonlinear inverse problem to be con-
sidered here is the approximate determination of the
diffusivity distribution D��r� within a finite volume V
from measurements of the diffusion impulse response
c��rR , �rs, t� over a finite time interval tmin # tl # tmax, l �
1, 2, . . . , L and for sufficient number of source positions �rs

and receiver positions �rR on the boundary G of this volume,
i.e., �rRn , �rsm [ G, n � 1, 2, . . . , N , m � 1, 2, . . . , M. We
parametrize the unknown 3D diffusivity distribution by P
positive constant cubic cells, i.e., D��r� �

PP
p�1 Dpfp��r�,

where Dp . 0, fp��r� � 1 when �r is within the p cell
and fp��r� � 0 when �r is not within the p cell. So,
our nonlinear inverse problem is to practically estimate
the P positive constants �Dp�P

p�1 from the specified L
discrete positive time values �tl�L

l�1 and the specified
LMN positive constants �c��rRn , �rsm , tl��

N ,M,L
n,m,l�1 where MN

is sufficiently larger than P. This is discussed next.
We convolve both sides of (1) with the following com-

plex valued GWP:

g�t� � �2p�21 exp�2d2t2 1 iv0t� , (2)

where d . 0, v0 . 0, d ø v0, and i2 � 21. Thus,
(1) transforms to

= ? D=c̃ � c̃t 2 g�t�d��r 2 �rs� , (3)

where c̃ is the time convolution of c with g�t�, i.e.,
c̃ � c̃��r , �rs, t� �

R`
0 c��r, �rs, j�g�t 2 j� dj, where c̃ is

acausal even though c is causal because g�t� is acausal.
We next transform the time t to frequency v by the Fourier
transform and consequently (3) transforms to

= ? D= ˆ̃c � iv ˆ̃c 2 ĝ�v�d��r 2 �rs� , (4)
684
where ˆ̃c is the Fourier transform of c̃ , i.e., ˆ̃c �
ˆ̃c��r, �rs, v� �

R`

2` c̃��r , �rs, t�e2ivtdt, and ĝ�v� is the
Fourier transform of g�t�, i.e., ĝ�v� � �

p
2p d�21 3

exp�2�v 2 v0�2��2d2��.
For sufficiently high v and v0, we approximate ˆ̃c by

ˆ̃c � Aĝ�v� exp�2
p

iv t� , (5)

where A � �4pD1�2t�21,
p

iv � �1 1 i sgn�v��jvj1�2�p
2, sgn�v� � 1 if v . 0, sgn�v� � 21 if v , 0,

sgn�v� � 0 if v � 0, and t � t��r , �rs� satisfies the 3D
eikonal equation

j=t��r, �rs�j2 � 1�D��r� (6)

such that t��r , �rs� ! j�r 2 �rsj�D1�2��r� as j�r 2 �rsj ! 0.
We now apply the inverse Fourier transform to both sides
of (5), and this results in

c̃ � B
Z `

2`
ĝ�v�e2

p
ivt1ivtdv , (7)

where B � A��2p�. The “sharply-peaked” Gaussian func-
tion ĝ�v�, i.e., d ø v0, allows us to adequately approxi-
mate

p
v by its first two Taylor’s expansion terms about

v0, and then we can evaluate the resulting standard inte-
gral exactly; this results in a complex valued GWP whose
intensity is given by

jc̃j2 � B2 exp�2
p

2v0 t 1 d2t2��8v0��

3 exp�2d2�t 2 t�
p

8v0�2� . (8)

This intensity reaches its maximum value at the group
delay time t � tg � tg��r, �rs� given by

tg � t�
p

8v0 . (9)

So, the convolution of the causal diffusion time impulse
response with the complex valued acausal GWP (2) pro-
duces a related complex valued GWP whose intensity (8)
peaks at the group delay time (9) where t satisfies the
eikonal equation (6) and v0 is the angular frequency of
the original GWP (2). We can estimate t in a stable al-
gorithm from the time where the intensity (8) reaches its
peak value. Then we can approximately estimate the diffu-
sivity distribution within the volume V from t��rR , �rs� for
a sufficient number of source and receiver positions on the
surface G that bounds this volume, by numerically solving
a practical nonlinear 3D inverse problem for the eikonal
equation by methods related to first arrival time tomogra-
phy for classical waves [6]. We emphasize, however, that
we use multiple arrival times and rays that can traverse low
diffusivity regions (white holes [5]) and, consequently, our
imaging method improves the resolution of earlier related
methods [3,4] in such regions. Our imaging method can
also be applied to other 3D inverse problems [7–10].

We next provide a numerical proof of concept demon-
stration for our complex valued GWP transform by apply-
ing it numerically to numerically simulated 3D diffusion
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TABLE I. Numerical estimation of t from numerically simulated diffusion impulse response for a uniform diffusivity (left column)
and a nonuniform diffusivity corresponding to two uniform half spaces in perfect contact (seven right columns). See Fig. 1 for the
rays in the nonuniform diffusivity.

Uniform Periods 22, 22 22, 21 22, 0 0, 0 2, 2 2, 1 2, 22

7.00 2p 7.19 6.81 5.76 3.68 3.36 3.49 5.52
7.03 3p 7.29 6.84 5.67 3.66 3.38 3.50 5.53
7.07 4p 7.28 6.86 5.65 3.61 3.34 3.51 5.54
7.11 5p 7.26 6.88 5.58 3.61 3.37 3.51 5.61
7.17 6p 7.32 6.91 5.56 3.61 3.38 3.54 5.63

6.80 efa 6.71 6.31 5.41 3.66 3.41 3.44 5.35
6.80 pdtr 6.12 5.92 5.53 3.95 3.58 3.61 5.49

6.80 gofa 6.80 5.99 5.13 3.40 3.40 3.43 5.30
gosa 6.86 6.87 7.08 6.80 3.94 3.71
gota 7.88 7.43
time impulse response corresponding to a uniform diffu-
sivity distribution and a diffusivity distribution character-
ized by two uniform half spaces in perfect contact. The
second example clearly demonstrates the central feature
of our diffusion group delay time tomography data cor-
responding to constructive and destructive interference of
different diffusion group delay paths which are conceptu-
ally related to Feynman’s interfering paths [11] and the
corresponding Keller’s interfering geometrical optics and
geometrical diffraction rays [12].

In Table I we show numerically estimated values of t

using our GWP transform for a uniform diffusivity dis-
tribution D � 1 on the left column and for two uniform
half spaces in perfect contact with D � 1 for z , 0
and D � 4 for z . 0, where z � 0 corresponds to the
interface location. The radial distance between the source
position and the receiver position is 6.80, �22, 21�
corresponds to source height of 2.0 above the interface
and receiver height of 1.0 above the interface, (2, 1)
corresponds to source height of 2.0 below the interface
and receiver height of 1.0 below the interface, etc. The
first five entries on the second column from the left show
the number of cycles within the time interval tmax 2 tmin,
i.e., v0 � 2p�T , where T � �tmax 2 tmin��cycles.
“gofa”, “gosa”, and “gota” correspond to geometrical op-
tics first, second, and third arrival time, respectively. “efa”
corresponds to the estimated first arrival time from the dif-
fusion impulse response by a robust nonlinear estimation
algorithm which fits an effective medium to the measured
data [10]. “pdtr” corresponds to the estimated value of
t from the peak of the diffusion impulse response, i.e.,
t �

p
6tpeak, where tpeak is the time where the diffusion

impulse response reaches its maximum value [10].
Table I shows that our estimated values of t for the

nonuniform diffusivity are approximately related to a
weighted average of the corresponding multiple geo-
metrical optics arrivals where the weights are inversely
proportional to the difference in their time of arrival
relative to the first arrival time. This characteristic can
be used to explain our estimated values when the source
and receiver are located in the lower diffusivity region
where the separation time of the three or two geometrical
optics arrivals is “small,” and also when the source and
receiver are located in the higher diffusivity region or on
the interface, where the separation time between the two
geometrical optics arrivals is “large” or “infinite” for a
single geometrical optics arrival. The most important point
to notice here is that our estimated values of t depend not
only on the first arrival time but also on later arrival times
so that rays corresponding to these later arrival times are
included, in sharp contrast to [3,4] where only first arrival
time rays are used. In Fig. 1 we show two geometrical
optics rays and a single diffracted ray corresponding to
the fourth column of Table I �22, 21�, two geometrical
optics rays corresponding to the eighth column of Table I
(2,1), and a single geometrical optics ray corresponding
to the ninth column of Table I �2, 22�. It should be
noted that (5) can be generalized to multiple geometrical
optics arrivals and multiple diffracted arrivals weighted
by their amplitudes and then (8) consists of constructive
and destructive interferences that peak at t � tg, which is
computationally related to the center frequency v0 of our
GWP and tk , ak , k � 1, 2, . . . , k, where tk and ak are
the arrival times and their corresponding amplitudes.

Figure 2 contains 3 panels: top, middle, and bottom.
The top panel shows equally angularly spaced “emanating”
rays from a single 3D point source on the left and “scat-
tered” by a low diffusivity anomaly. There are two sets

FIG. 1. Sketch of the geometrical optics and geometrical
diffraction rays in a discontinuous diffusivity.
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FIG. 2. Rays in the presence of low diffusivity anomaly.

of ray paths. Those that “travel” around the anomaly are
shown in the middle panel and those that “travel” through
the anomaly are shown in the bottom panel. The rays
through the anomaly “arrive” later than the rays around the
anomaly. There are regions where the first arrival rays are
less dense than these later arrival rays and, consequently,
the later arrivals have higher amplitude than the first ar-
rivals there, within the geometrical optics approximation,
and therefore, our estimate of t in such regions is expected
to be influenced more by the late arrivals rather than the
first arrivals. We can thus improve the resolution of the
constructed diffusivity distribution inside low diffusivity
regions (white holes [5] which are not traversed by first
arrival time rays), in sharp contrast to diffusion first ar-
rival time tomography data used by earlier related imaging
methods [3,4], which cannot “sense” such regions [5,10]
and lead to erroneous interpretations.

We next generalize our diffusion group delay time to-
mography to apply to compressible fluid flow and elec-
tromagnetic induction in three dimensions. The details
are given in [10] but here we discuss the “essentials.”
The time evolution of the pressure of a compressible fluid
flow is governed by a nonlinear diffusionlike equation, but
the corresponding time evolution of the fluid density g �
g��r , �rs, t� is governed by the linear diffusionlike equation
[13], i.e., = ? �k�m�=g � fbgt 2 u�t�d��r 2 �rs� where
u�t� is the Heaviside step function, k � k��r� is the
permeability distribution, m � m��r� is the viscosity distri-
bution, f � f��r� is the porosity distribution, and the
compressibility b is assumed to be a constant. The
686
fluid density can be obtained from the measured fluid
pressure by a simple nonlinear analytical relationship. If
we convolve the diffusionlike equation satisfied by the
density with dg�t��dt where g�t� is the GWP (2), then,
the compressible fluid flow group delay time is given
by (9), where t satisfies the eikonal equation (6) with
D��r� � k��r���bm��r�f��r��.

Electromagnetic induction is governed by Maxwell’s
equations where the displacement currents are negligible
compared to the conduction currents. The electric field
�E � �E��r , �rs, t� for a unit current step time function mag-
netic dipole source at �r � �rs in the ẑ direction satisfies the
equation = 3 = 3 �E � 2m0s �E 2 m0d�t�d��r 2 �rs�ẑ
and away from the source position, = ? s �E � 0, where
m0 is the permeability of free space and s � s��r�
is the conductivity distribution. We convolve the elec-
tric field with the complex GWP (2) and then we
transform the time t to frequency v by the Fourier
transform. We use the vector equivalent of (5), i.e.,
ˆ̃�E � �Aĝ�v� exp�2

p
iv t�, and this results for suffi-

ciently high v and v0, =t 3 =t 3 �A � 2m0s �A,
which can be manipulated vectorially to �=t ? �A�=t 2

�=t ? =t� �A � 2m0s �A, where the first term is negli-
gible for large v because =t ? �A � �A ? =s��s

p
iv� for

�r fi �rs and, consequently, the electromagnetic induction
group delay time is given by (9) where t satisfies the
eikonal equation (6) with D��r� � �m0s��r��21. Similar
results are obtained for the magnetic field [10]. In [3] the
phase of the electric field at a fixed and “sufficiently” low
frequency (such that the phase is less than 2p) is approxi-
mately related to the first arrival time of an “equivalent”
wave problem. In [4] the term �= 3 �H 2 �J� 3 = logs

is neglected so that the magnetic field satisfies a diffusion
equation which is transformed to an “equivalent” classical
wave equation by an analytical continuation [14] which
requires the numerical solution of an ill posed Fredholm
integral equation of the first kind for each source and
receiver combination. The conductivity distribution is ob-
tained from the transformed data by solving a first arrival
time tomography problem. Consequently, neither [3] nor
[4] can distinguish between localized “high” conductivity
anomalies and “very high” conductivity anomalies which
correspond to white holes [5], and therefore the resolution
of their constructed approximation to the conductivity
distribution is expected to be poor or zero in such regions
[5,10], in sharp contrast to the imaging method presented
here, which improves the resolution in white hole regions,
by the inclusion of late arrival rays that traverse such
regions. This resolution improvement is important for the
minimization of erroneous data interpretations especially
in medical imaging. The numerical convolution operation
can be avoided if the GWP is the input source time
function when the data are recorded [10].
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