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Generation and Stability of Zonal Flows in Ion-Temperature-Gradient Mode Turbulence
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We address the mechanisms underlying zonal flow generation and stability in turbulent systems driven
by the electrostatic ion-temperature-gradient (ITG) mode. In the case of zonal flow stability, we show the
poloidal flows typical of numerical simulations become unstable when they exceed a critical level. Near
marginal stability of the linear ITG mode, the system can generate zonal flows that are sufficiently weak
to remain stable and sufficiently strong to suppress the linear ITG mode. This stable region corresponds
to the parameter regime of the nonlinear Dimits up-shift.

PACS numbers: 52.35.Ra, 52.35.Kt, 52.65.Ff
Numerical simulations of ion-temperature-gradient
(ITG) driven modes in magnetically confined fusion plas-
mas indicate that poloidal E 3 B flows, spontaneously
generated by the nonlinear dynamics, play a central role
in regulating the saturation level of the turbulence and
the resulting cross-field heat transport (see, e.g., [1,2]).
This is strikingly evident in simulations near marginally
stable conditions, in which the sheared flows generated
by the system virtually suppress all transport, and lead
to an effective nonlinear up-shift of the critical ITG
mode instability gradient [3] (the so-called Dimits shift).
We address here, in the context of the electrostatic ITG
system, two fundamental questions regarding the physics
of these sheared poloidal (or “zonal”) flows. First, what
is the mechanism by which these flows are generated?
Second, under what conditions are these flows stable?
In the course of our study of the second issue, we reach
a new understanding of the dynamics underlying the
nonlinear Dimits shift.

To gain insight into the generation of zonal flows by
ITG modes, we consider a nonlinear gyrokinetic flux tube
simulation near the onset of turbulent saturation. During
this phase, a burst of zonal flow growth is observed
that is qualitatively similar to (but more extreme than)
bursts that are observed throughout the turbulent phase.
Starting the simulation from small perturbations, a dom-
inant (primary) linear ITG mode emerges in the linear
phase. Figures 1(a) and 1(b) show the squared, field-line-
averaged electric potential jflj

2 [Fig. 1(a), dotted line]
and growth rate gl [Fig. 1(b), dotted line] of this linear
mode as a function of time, with f � efphysR��rseTe0�,
rse � cse�Vci , cse �

p
Te0�mi , t � tphyscse�R, gl �

gl,physR�cse. The parameters in the simula-
tion are R�LT � 6.9, R�Ln � 2.2, Ti�Te � 1,
ŝ � 0.8, and r�R � 0.167. For these parameters
the dominant linear mode produces the usual pat-
tern of radial streamers at a well-defined poloidal
wave number: ky � 0.3 and kx � 0, where x, y
are flux tube radial and poloidal coordinates [4]. The
other curves in Fig. 1(a) show the amplitudes of zonal
flow modes �kx fi 0, ky � 0� in the simulation. These
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modes are driven by two distinct mechanisms. The first
zonal mode to emerge is the lowest kx harmonic in the
system (kx � 0.1, dashed line), and is initially driven
by the beating of the dominant linear mode with another
linearly unstable ITG mode (not shown) at kx � 0.1,
ky � 20.3. This mode, despite its relatively large am-
plitude in the turbulent phase, leads to weak shearing
k2

xf compared to that produced by higher kx zonal
modes in the system. The higher kx zonal modes, which
generate the most important shear flows for the typical
parameters we have examined, arise from a different
mechanism, and exhibit a kx spectrum unrelated to that of
the primary ITG instability. A snapshot (at t � 62.3) of
the instantaneous growth rates of the zonal modes vs kx

is shown in Fig. 2(a). These growth rates increase with
the amplitude of the primary mode, g ~ fl ~ egl t , and,
thus, just before nonlinear saturation, g ¿ gl . This can
be seen from the solid line in Fig. 1(b), which tracks the
instantaneous growth rate of the fastest secondary mode
in Fig. 2(a) (i.e., kx � 0.4). For comparison, the dashed
line in Fig. 1(b) shows gf � Ckyjflj, where C � 0.2
has been chosen to yield gf � g at the time of Fig. 2(a).
We obtain C � 0.3 below from a simple model.

Motivated by these observations, we focus on the behav-
ior just before saturation, when the secondary modes have
small amplitudes compared to the primary, but have growth
rates g ¿ gl . It is during this phase, in which the finite-kx

(a)

(b)

FIG. 1. (a) Mode amplitudes and (b) growth rates vs time
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FIG. 2. Secondary mode growth rates vs kx .

modes grow roughly as the exponential of an exponential,
that the bulk of the zonal flow is generated. In this regime
the secondary modes can be analyzed in the context
of a linear stability analysis, treating the linear ITG
mode eigenfunction as a static, quasiequilibrium back-
ground. The radial streams associated with this ITG mode
background state then drive a Kelvin-Helmholtz –like
(KH-like) instability with g ~ jflj, and a kx spectrum
that is in good agreement with the simulations. These
KH-like eigenmodes necessarily possess a zonal flow
component, and provide a natural nonlinear mechanism
through which zonal flows are created throughout the
simulation.

Our analysis is based on the electrostatic gyrofluid
model with adiabatic electrons [5]. At the time of
interest, at which the growth rates of secondary modes
exceed kkyth,i [taking kk � 1��qR�, for example], n and
T� decouple from the other moments. The model is
further simplified by neglecting the usual linear contri-
butions from the equilibrium magnetic curvature, shear,
and background gradients, which are weak compared
to the nonlinear driving terms. The resulting equations,
dropping terms of order �k�ri�4 compared to unity,
are

dn
dt

1
1
2

�t=2
�c, T�� � 0,

dT�

dt
� 0 , (1)

where d�dt � ≠�≠t 1 �c , ?�, c is the guiding center
electrostatic potential, and n � c 2 �c	 2 =

2
���1 1

t�c 2 t�c	 1 tT��2�. Length scales are nor-
malized to rse, t � Ti0�Te0, n � nphysR��rsen0�,
T� � T�,physR��rseTi0�, and c � ecphysR��rseTe0�.
Angle brackets denote a flux surface average, and reduce
in the high amplitude (2D) limit to an average over
y. We next take c � cl�y� 1 c̃�y� exp�gt 1 ikxx�,
T� � Tl� y� 1 T̃�� y� exp�gt 1 ikxx�, where cl� y�,
Tl� y� represent a periodic configuration of radial streams
similar to that produced by the linear ITG mode, e.g.,
cl� y� � c

0
l0 sin�kly��kl , Tl�y� � T 0

l0 sin�kly 1 d��kl,
for various constants c

0
l0, T 0

l0, kl , and d. Linearizing in
c̃ , T̃�, and noting �cl	 � 0, one finds
2�1 1 tk2
x �ḡ�c̃	 1 �g 1 k2

xG�c̃ � ≠y�Gḡ≠y�c̃�ḡ�� ,

(2)

with G � tg 1 ḡT , ḡ � g 2 ikxc
0
l� y�, and ḡT � g 2

ikx��1 1 t�c 0
l � y� 1 tT 0

l � y��. In general, this eigenvalue
problem must be solved numerically. In the typical case
k2

l ø 1 relevant to the simulations, however, an analytical
solution for c may be obtained as a power series in k2

l
by treating the right-hand side as small, O�k2

l �. To lowest
order, the solution is

c̃ �
ḡ�c̃	

g 1 f�kx�ḡT
, f�kx� �

k2
x

1 1 tk2
x

. (3)

The (lowest order) dispersion relation follows by integrat-
ing this equation over y. Using the identity �ḡ�g	 � 1
valid for the periodic case, it may be written as

ø
ḡḡT

g 1 f�kx�ḡT

¿
� 0 . (4)

In the limit k2
x ø 1, this reduces to �ḡḡT 	 � 0. In the

usual ITG case that cl� y� (� fl� y� for kl ø 1) and
Tl� y� are p�2 out of phase, Tl� y� makes no contri-
bution, and one obtains g � ��1 1 t��2�1�2jkxf

0
l0j

for fl� y� � f
0
l0 sin�kly��kl . This growth rate,

g � kxf
0
l0 � kxV , is similar to that of the well-known

KH instability in the limit kx ø kl . For the KH mode, the
maximum growth rate gmax � klV is reached for kx � kl ,
and stability is obtained for kx . kl . In the present case,
the expansion of Eq. (4) is valid until kx � 1 ¿ kl ,
leading to the much larger growth rate gmax � V
at kx � 1. For example, for t � 0, one finds
g � kxf

0
l0��1 2 k2

x���2 2 k4
x��1�2.

For kx � 1, the assumption tk2
��� �k�ri�2� ø 1 made

in deriving Eq. (1) requires t ø 1. However, for kl ø
1, one can easily retain all orders in kxri . The result,
to lowest order in k2

l , is the same as Eqs. (3) and (4),
with the replacements f�kx� � �1 2 G0��t, ḡT � g 2

ikx
�1 1 t�c 0
l � y� 1 �bG

0
0��1 2 G0��tT 0

l � y��, where b �
tk2

x , G0�b� � I0�b�e2b , I0�b� � J0�ib� are the modified
Bessel function, and G

0
0 � dG0�db. Again, considering

sinusoidal perturbations with T 0
l � 0, the dispersion rela-

tion gives

g �
��1 1 t��2�1�2�1 2 �2 1 t�g�

�1 2 �2 1 t�g 1 �1 1 t�g2�2�1�2 jkxf0
l0j , (5)

where g � �1 2 G0���t 1 1 2 G0�. Instability is ob-
tained for �2 1 t�g , 1, which reduces for tk2

x , 1 to
�1 1 t�k2

x �� r2
s k2

x � , 1. This result for gNL � g�jf0
l0j

is plotted for t � 1 in Fig. 2(b) (solid line). The data
points show the values obtained from a nonlinear gy-
rokinetic simulation of a 2D radial streamer in the small
kl ø 1 limit, in the absence of curvature and magnetic
shear. By applying this result to the parameters kl � 0.3,
kx � 0.4 relevant to Fig. 1(b), we obtain gf � Ckljflj
with C � 0.3.
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We now turn to the comparison of our results to work
based on the modulational instability [6–11]. Such
calculations focus on the excitation of zonal flow by
finite amplitude waves (such as drift waves), and are
based on truncated Fourier expansions of the secondary
mode eigenfunction (e.g., a three-wave interaction). This
expansion is valid if the secondary mode has a small
complex frequency compared to that of the primary wave.
In the present case, for which gl � vl , these calcula-
tions produce growth rates which are necessarily small
compared to gl . Here, we have addressed the opposite
case of strongly growing secondary modes, g . gl . The
eigenfunction we obtain [e.g., Eq. (3)] generally consists
of many ky harmonics of the primary mode. For kx ø 1
and kl ø 1, however, the leading order result f̃� y� ~ ḡ

found here can be represented by a simple expan-
sion of the form f̃� y� � c0 1 c1eikly 1 c2e2ikly .
Substituting this into Eq. (2) and matching the terms
proportional to e6ikly and those independent of y, and
considering t � Tl � 0, kl ø 1 for simplicity, yield
g � kxf

0
l0��1 2 k2

x���2 1 2k2
x ��1�2. This is the same as

the growth rate obtained in Ref. [11] (well above thresh-
old, for kl ø 1). Therefore, in the limit of small kx and
kl , the weak and strong secondary mode approximations
yield the same growth rate g � kxf

0
l0�

p
2. Furthermore,

even in the regime kx � 1 �kl ø 1� in which a simple
expansion of f̃ is not valid, the result of Ref. [11] is
qualitatively similar to our result, for t � 0. This suggests
the growth rates found in the context of modulational
instability calculations can remain qualitatively reasonable
even outside their realm of validity.

The nonlinear evolution of the secondary modes pro-
duces a spectrum of zonal flows in the simulations, which
ultimately break up the primary ITG streamers. The bulk
of these zonal flows then rapidly decays away on a time
scale associated with transit-time damping. In a strongly
turbulent regime well above the threshold for linear stabil-
ity, this leads to the reemergence of the linear modes and
a complex turbulent cycle. The dynamics of trapped par-
ticles in a toroidal geometry also leads, however, to an un-
damped residual component of the zonal flows [12], that
near marginal linear stability is sufficient to nearly sup-
press further turbulence in the system. We now show that
this nonlinear, shear-flow-dominated state is itself subject
to instabilities —“tertiary modes”—when the zonal flows
exceed a critical threshold. Above this threshold, the ter-
tiary modes are observed to grow to nonlinear amplitudes
and damp the zonal flows. The threshold is associated with
the boundary of the nonlinear Dimits up-shift.

To illustrate this we examine the fate of small ky pertur-
bations in a pure zonal flow (ky � 0, kx fi 0) equilibrium
state. This state is obtained from a nonlinear gyrokinetic
simulation just above marginal linear stability (i.e., within
the nonlinearly suppressed region), evolved out to late
times when the system is dominated by the undamped, qua-
sistatic zonal flows. The physics parameters used in this
simulation are the same as before, except R�LT � 4.75.
5338
The E 3 B shear in the simulation at late times arises pre-
dominantly from an undamped kx � 0.25 component of
f, but other wavelength components of f are also present,
as are small kx � 0.25 components in T�, Tk, etc. We
then artificially vary the average E 3 B shearing rate of
this quasiequilibrium relative to the rate actually observed
in the simulation by a constant rescaling of all of the fi-
nite kx amplitudes. Figure 3(a) shows, as a function of the
root-mean-square shearing rate gE , the measured growth
rate of small ky fi 0 perturbations maximized over all ky

values. For gE � 0 (the usual linear case), the growth rate
in the figure represents an ordinary ITG mode. This mode
becomes progressively more stable as gE is increased, un-
til absolute stability is attained at gE � 0.13. The actual
(i.e., nonscaled) gE value of the simulation falls in this
stable range, consistent with its nonturbulent behavior at
late times. As gE is increased further, however, a new in-
stability sets in, with a growth rate that increases monotoni-
cally with the shear-flow amplitude. This mode is localized
to a spatial region in which the E 3 B shear is weak (an
extremum of VEy), and propagates with the local E 3 B
velocity at that location, v � kyVEy with ky � 0.7. Be-
fore turning to a discussion of this new mode, we first make
the important observation that the stability window seen
in Fig. 3(a) does not exist for all parameters. Figure 3(b)
shows the corresponding curve obtained at a larger value
R�LT � 5.75, in a region of parameter space in which
nonlinear simulations display steady turbulence. At this
value of R�LT , the nonlinear suppression of turbulence is
impossible because the zonal flows become unstable be-
fore the primary ITG mode can be shear-flow stabilized.

To understand this, we consider a linear stability analy-
sis of a shear-flow-dominated, x-dependent state such as
that found in the simulation. Near the onset threshold
at gE � 0.3 of Fig. 3(a), simulations show that the ter-
tiary mode’s growth rate is sensitive to many factors, in-
cluding the magnetic shear, toroidal curvature, and the
background gradients of both Tk and T�. We defer discus-
sion of this complicated but physically important thresh-
old regime, and first focus on the opposite limit in which
the shear-flow amplitudes associated with the quasiequi-
librium state become large. In that limit, as discussed

(a) (b)

FIG. 3. Growth rates vs RMS gE for (a) R�LT � 4.75 and
(b) R�LT � 5.75.
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earlier, the equations for n and T� (assuming fixed kk)
decouple, and the contributions of the magnetic shear, cur-
vature, and background gradients become weak. This
is consistent with the simulations, which show that the
growth rate at large gE does not change if these effects
are switched off. We therefore return to Eq. (1), and con-
sider c � c0�x� 1 c̃�x� exp�gt 1 ikyy�, T� � T0�x� 1

T̃��x� exp�gt 1 ikyy�, where c0�x�, T0�x� now represent
the static, x-dependent zonal flow background state. Lin-
earizing in c̃ ,T̃�, and noting �c	 � c0, we obtain
����1 1 �1 1 t�k2
x ���ḡ 1 iky�k2

ytT 0
0 2 tc 000

0 ��c̃ � ≠x��tg 1 ḡT �ḡ≠x�c̃�ḡ�� , (6)
with ḡ � g 1 ikyc
0
0�x�, ḡT � g 1 iky��1 1 t�c 0

0�x� 1

tT 0
0�x��. As noted earlier, the zonal flow state generated

by the simulation on which Fig. 3 is based is domi-
nated by a single kx � 0.25 mode in c�x�. A smaller
kx � 0.25 component in the ion temperature T0�x�, p

out of phase with that in c0�x�, is also observed. This
behavior is generic, in the sense that such an undamped
state emerges at late times from the simulations across a
broad range of parameters and initial conditions. It is also
consistent with an analysis [13] based on the formalism
of Ref. [12]. In view of our earlier results, one might
expect that the small contribution from T0�x� in Eq. (6)
could be neglected compared to that in c0, but this is not
the case. The simulations show that the instability at large
gE depends critically on the presence of both c0 and T0.
This behavior is in agreement with our numerical study of
Eq. (6), which predicts an instability very similar to that
observed in the simulations. This instability is radially
localized to the regions where the shearing rate ~ c

00
0

vanishes, corresponding to extrema in both c
0
0 and

T 0
0, and has a frequency v � 2kyc

0
0 �ḡ � 0�. Upon

expanding Eq. (6) about x � x0 (where c
00
0 � T 00

0 � 0)
and defining l � �2tT 0

0�c
000
0 �1�4jx0 (where T 0

0�c
000
0 . 0

by virtue of the phase relationship between T0 and c0), a
simple scaling of the growth rate is obtained in the limit
kx ø 1, in which l�~ k

21�2
x � ¿ 1. In this case, l is

found to represent the radial scale of the mode, and one

obtains a maximum growth rate g � 0.55ky

q
tT 0

0c
000
0 �2

for ky � 1�l in good agreement with the simulations.
At the more modest zonal flow amplitudes gE � 1 char-

acteristic of the threshold region in Fig. 3, the behavior
of the instability predicted by our gyrofluid analysis and
observed in the gyrokinetic simulations is substantially
more complicated. The addition of the realistic back-
ground equilibrium gradients in T� and n0 overpowers
the kx � 0.25 contribution to T 0

0 just discussed, and the
magnetic shear leads to an absolute stability threshold at
gE � 1. At finite ŝ, the addition of an equilibrium par-
allel temperature gradient in the system excites a linear
slab ITG instability, which in turn is suppressed by the
introduction of the magnetic curvature. One clear depen-
dence of the stability threshold on the parameters, how-
ever, has been extracted: increasing q in the runs of Fig. 3
from q � 1.4 to q � 3 essentially eliminates the nonlinear
Dimits up-shift. This result is consistent with the stabiliz-
ing role of finite kk ~ 1�q, which acts on both the nonlin-
ear zonal flow instability as well as the primary ITG mode.
At higher q values both modes become more unstable, thus
closing the stability window seen in Fig. 3(a).

In summary, we have carried out two stability studies
relevant to zonal flow dynamics in collisionless plasma.
The first addresses the stability of radial streamers, such as
those generated by an unstable ITG mode. We find these
excite strong KH-like modes at k�rs & 1, which act to
break up the primary mode and lead to the production of
zonal flows. The second study addresses, using the same
formalism, the stability of these zonal flows. The nature
of the adiabatic electron response leads to very different
behavior in this case. The KH modes arising in the radial
streamer problem are no longer present, and the dominant
instabilities in the system are much weaker. These modes
require a finite gradient of T� to be unstable, and are
localized to regions where the E 3 B shearing rate of
the zonal flows is small. They exhibit growth rates that
increase with the average shearing rate, and are stable when
gE falls below a critical level. Near marginal stability of
the primary linear modes, shearing rates somewhat below
this critical level can be sufficient to stabilize the system
to all modes, leading to the phenomenon of the nonlinear
Dimits up-shift.
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