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It is demonstrated that excited van der Waals systems can relax by electron emission via a novel
interatomic mechanism. The process is analyzed by means of extensive ab initio calculations of potential
energy surfaces and electronic decay rates. The electronic emission, taking place on the same time
scale as the motion of the atomic nuclei, is accompanied by interesting dynamical effects amenable to
experimental observations. These effects arise as a consequence of the weak chemical bond in van der
Waals clusters and the Coulomb repulsion pattern originating from electron emission.

PACS numbers: 36.40.—c, 31.50.+w, 34.30.+h

Under what circumstances does an ionized atomic or
molecular cluster relax by electron emission? Electronic
decay is well known in the field of core excitation, where
this process is commonly referred to as Auger decay [1].
However, electron emission following the removal of a
core electron is basically an intra-atomic phenomenon and
only weakly dependent on neighboring monomers. If one
is interested in effects that are sensitive to the molecu-
lar environment in the cluster, ionization of the valence
shell, which is responsible for the formation of the chemi-
cal bond, must be considered. Recent theoretical investi-
gations accompanied by large-scale ab initio computations
[2—4] addressed this issue. They led to an important in-
sight. The belief widely held prior to these studies was
that valence-ionized molecular systems are electronically
stable. The only channels available for energy dissipation
were presumed to be vibrational motion and, of course,
photon emission. This is true for the outer-valence (ov)
shell, but, as Cederbaum et al. [2] discovered, in general
not for inner-valence (iv) states. The underlying reason is
the relatively low double ionization threshold in extended
molecular systems.

It may be surprising that in the relatively low-energy
regime associated with valence ionization, electron emis-
sion plays any role at all. However, in the clusters we
studied so far, all of which were hydrogen bonded, elec-
tronic decay was found to be ultrafast. It is likely to domi-
nate the overall relaxation behavior. In view of the fact
that isolated, iv excited HO™", for example, cannot give
off its excess energy by electron emission, it may sound
even more astonishing that water complexes of two or more
monomer units do decay electronically. The novel decay
phenomenon is of an intermolecular nature, and as such a
distinctive feature of clusters.

From our previous work [2—4] the following, simplified
picture has emerged. Ionization out of an iv orbital leads
to the formation of a hole which is localized at one of the
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monomers constituting the cluster. An ov electron at this
cationic monomer can drop into the iv vacancy. Because of
an efficient Coulombic mechanism, the released energy is
transferred to neighboring monomers. This energy trans-
fer process has been observed in a recent experiment by
Thissen et al. [S]. As a consequence, an ov electron is
ejected in the molecular environment of the initial cation.
The resulting final states are characterized by two positive
charges distributed over two or more monomers. Thus,
Coulomb repulsion of the two holes is reduced, which ex-
plains why the electronic decay channels can be energeti-
cally accessible. This lowering of the double ionization
threshold of clusters and condensed matter in comparison
to their monomer constituents is experimentally well estab-
lished [6,7]. Finally, the dicationic cluster undergoes frag-
mentation caused by the repulsive forces acting between
some monomers. For the described process, which is ex-
tremely sensitive to the chemical environment, the term
intermolecular Coulombic decay, abbreviated as ICD, has
been introduced [4]. Recent efforts at the Hamburg syn-
chrotron laboratory hint at a first direct experimental veri-
fication of our predictions [8].

The present work is devoted to an extension of the ICD
phenomenon to van der Waals systems. We show that
electron emission following iv ionization is not restricted
to hydrogen-bonded clusters—it is far more general. For
this investigation we have chosen neon clusters. In Fig. 1
photoionization spectra of Ne,, n = 1,2, 3, are displayed.
The spectra were calculated by means of Green’s function
methods [9], utilizing the algebraic diagrammatic construc-
tion scheme (ADC), at the interatomic distance of the neon
dimer equilibrium geometry [10], the trimer forming an
equilateral triangle. More precisely, the ADC(3) approxi-
mation of the one-particle Green’s function [11] and the
ADC(2) scheme for the two-particle propagator [12,13]
were used. ADC(n) represents a sophisticated perturba-
tion theoretical approximation of a many-body Green’s
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FIG. 1. Single (IP) and double (DIP) ionization potentials of
Ne,, n = 1,2,3, in the valence regime. Note that in contrast
to the isolated atom there are dicationic states of the cluster
that are characterizable by a distribution of the two positive
charges over at least two monomers (“two-site”). They are
lower in energy than those monocationic states which arise from
the removal of a 2s electron. In the clusters these states can
therefore undergo relaxation by electron emission. The cationic
inner-valence state of the isolated monomer, for which only
“one-site” doubly ionized states exist, is stationary.

function, which is complete up to nth order and includes
in addition infinite summations over certain classes of ex-
pansion contributions. Using the spectral intensities shown
in Fig. 1 it is possible to determine observable intensi-
ties [11].

A comparison of the single and double ionization spectra
clearly indicates that cationic iv states of the clusters Ne,,
n = 2, lie energetically higher than some of the dicationic
states. An analysis of these accessible decay channels
shows that the two holes are localized each at a different
neon site. We may therefore draw the conclusion that the
relaxation of iv excited neon clusters is governed by the
ICD mechanism.

As implied by the double ionization potentials in Fig. 1,
there is an increase of the number of decay channels with
the size of the system. This suggests a corresponding in-
crease of the decay rates, which is indeed confirmed by
quantitative studies using the complex-absorbing-potential
technique [3,14] to be discussed below. We found, for ex-
ample, that the neon trimer decays about twice as fast as the
dimer. However, overall the decay rates are smaller than
the ones computed for hydrogen-bonded clusters, whose
lifetimes are in the 10 fs range [3], by an order of magni-
tude (see below). This demonstrates a dependence of the
ICD mechanism on the nature of the participating chemi-
cal bond. The hydrogen bond is, not surprisingly, more
effective for energy transfer than the much weaker van der
Waals interaction. Since, in the case studied here, lifetimes

are relatively long and the term geometry is not very well
defined, it is crucial to take the nuclear dynamics, i.e., the
motion of the atomic nuclei, explicitly into account. This
turns out to be of particular interest in its own right. Hence,
as a prototype study we present an investigation of Ne,.

The relevant potential energy surfaces are shown in
Fig. 2. The electronic ground state surface of Ne, [10] is
rather flat, a familiar characteristic of a van der Waals sys-
tem. In fact, the surface, which has a minimum at about
3.2 A, supports only two vibrational bound states. The
small surface curvature in the vicinity of the minimum
causes the ground state wave function, which is basically
a Gaussian, to be spatially quite broad.

Inner-valence ionization lifts this wave function up to
the 2 °3, and 2 22; surfaces of Ne, . These have been
calculated using the ADC(3) method mentioned above.
In the region of interatomic distances where the transi-
tion occurs, these cationic iv surfaces are also relatively
flat, which means that Franck-Condon factors favor the
excitation of vibrational states that are spatially extended.
The?2 %3 * surface exhibits a clearly recognizable potential
well supporting 11 vibrational bound states. The average
vibrational energ%/ spacing between these states is about
20 meV. The 2 ; surface seems to have a very shal-
low minimum with a single vibrational bound state, match-
ing the ground state wave function of the neutral dimer in
shape and location.

Our data on Nej are in agreement with results available
in the literature [15]. However, up to now it has not been
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FIG. 2. Potential energy surfaces of the electronic ground state
of the neon dimer, the inner-valence states of Nezr , and the
two-site outer-valence states of Ne%+. Since these dicationic
states are all very similar to each other, only one is shown,
symbolized by a dotted line. The striking difference between
the highly repulsive dicationic surfaces and the rather flat neutral
and inner-valence surfaces leads to remarkable dynamical effects
in the kinetic energy spectrum of the emitted ICD electron.
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realized that these cationic iv states lie higher in energy
than the double ionization threshold. Because of electron
emission a transition to dicationic surfaces takes place.
Since these represent essentially the potential energy of
two Ne* ions in their ground state, repelling one another
by the Coulomb force acting between them, these surfaces
are highly repulsive and very similar to each other, and it
suffices to depict one of them. These surfaces intersect the
2 22; iv surface at approximately 2.1 A (see Fig. 2). Be-
low this distance the 2 22; state becomes electronically
stable, beyond 2.1 A both iv states are resonances.

Calculating the lifetime of an electronic resonance is a
very difficult issue, because it requires dealing with the
wave function of the emitted electron. This is not square
integrable [16], and, therefore, not describable using the
established methods in computational electronic structure
theory [17]. Several techniques [18,19] are available to
remedy the situation by forcing the absorption of the outgo-
ing electron, rendering its wave function square integrable.
The resulting spectrum is no longer real but consists of
complex energies. It is possible to identify resonances by
their complex Siegert energies Es = Er — il'/2. Eg is
the real part of the resonance energy, I' the decay width.
The lifetime 7 of a nonstationary state follows immedi-
ately, 7 = i/I". Another major difficulty arising in such
calculations is the inclusion of electron correlation, which
is imperative in the study of molecules and clusters. We
use here a recently developed method [3,14] that combines
the addition of a complex absorbing potential with the
multireference configuration-interaction approach.

The computed electronic decay widths of the 2 22;
and 2 22; states of Ne, as a function of interatomic dis-
tance are plotted in Fig. 3. It is well known that the de-
cay width is discontinuous at the detachment threshold in
the presence of an attractive Coulomb potential [20,21], a
property not shared by short range interactions or a repul-
sive Coulomb potential. The calculated decay rate of the
2 22; state, whose electron detachment threshold is lo-
cated at an interatomic distance of 2.1 A, reproduces this
expected behavior (see Fig. 3). At large interatomic dis-
tances the electron emission rates in the interatomic decay
mechanism decrease monotonically due to the reduction of
the interaction between Ne ™ (2s) and Ne. In the range of
distances that are of relevance in the present context, the
decay widths are of the order of 1 meV, corresponding to
lifetimes of several hundred femtoseconds. At the equi-
librium geometry of the ground state of Ne; (3.2 A) the
lifetime of both cationic iv states is about 530 fs. Because
of the flatness of the intermediate iv surfaces, dynamics
of the nuclear wave packet takes place on the same time
scale. This motion is much slower than what is usually the
case for truly bound molecules, leading to a competition
between electronic decay and nuclear dynamics.

A crucial point to note here is the impact of nuclear dy-
namics on the decay spectrum caused by the steep slope of
the repulsive final state surfaces in contrast to the flatness
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FIG. 3. Electronic decay widths of the 2 >3 and 2 22; inner-
valence states of Nez+ , as a function of the interatomic
distance. Results were obtained by means of the complex-
absorbing-potential method [3,14]. At 2.1 A the 2 *3;" surface
passes the double ionization threshold (see Fig. 2). Below this
point the decay rate vanishes.

of the iv surfaces in the relevant region of interatomic dis-
tances. In order to understand the consequence of these
combined features let us consider an interval of inter-
nuclear distances, inside of which a cationic iv surface is
virtually constant. If an electron is emitted at a point R
in this interval, its kinetic energy is proportional to 1/R,
apart from an additive constant. The probability of electron
emission at R depends on the local electronic decay rate
and the nuclear wave function. Thus we expect that the
nuclear wave packet is mapped, and thereby stretched due
to the 1/R dependence, onto the kinetic energy spectrum
of the ICD electron. The peculiarity of this is highlighted
by comparison with electronic decay to surfaces that do
support vibrational bound states. First, because such final
state surfaces are not steep, there is no stretching effect.
Second, the structure of the kinetic energy spectrum of
the decay electron results from vibrational bound states on
both intermediate and final state surfaces. This makes a
clean separation of information about nuclear wave pack-
ets propagating on the intermediate surfaces very difficult.

Adopting a time-independent approach to quantum dy-
namics, developed in Ref. [22], we computed the kinetic
energy spectra of the emitted ICD electron. The results are
shown in Fig. 4. For clarity the two cationic iv states were
treated separately. We expect that interference between
these electronic states as well as nonlocal effects [21,23]
affect the outcome of an experimental investigation of the
ICD phenomenon in the neon dimer and add to its rich-
ness. As can be seen in Fig. 4, the ICD spectrum of the
2 22; state is bell shaped. This is due to the fact that only
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FIG. 4. Calculated kinetic energy spectra of the electron emit-

ted from the 2 >3, and 2 >3 inner-valence states of Ne; . Note

that the spectra reflect the vibrational wave packets on the indi-
vidual electronic surfaces.

a single, Gaussian-shaped wave function is excited on the
2 22; surface we computed. The kinetic energy spectrum
of the ICD electron reflects this wave function, or more
accurately, its modulus squared. Therefore, measuring the
ICD spectrum enables the experimentalist to probe fine de-
tails of potential energy surfaces that may be hard to come
by using theoretical methods alone. Similarly, the more
complex ICD spectrum of the 2 22: state can be under-
stood by comparison with the vibrational wave functions
that are excited on this surface. In particular, the oscillat-
ing character of the spectrum can be shown to correspond
to the nodal structure of these functions. We will elaborate
on this as well as technical details related to the present
work in a separate publication.

We would like to emphasize the importance of our find-
ings. Interatomic energy transfer as reflected by ICD takes
place in even extremely weakly bound systems. The pro-
cess is particularly interesting because of the comparability
of the time scales of electronic decay and nuclear dynam-
ics. In addition, the ICD of weakly bound clusters of-
fers an ideal tool to experimentally investigate the wave
packets corresponding to the motion of the monomers in
the ionized system. Details of the vibrational wave func-
tions are mapped and stretched to a relatively broad energy
scale that is easy to access experimentally, allowing a high-

resolution investigation of flat potential energy surfaces
and rendering the endeavor of ICD electron spectroscopy
highly rewarding.
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