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Vacancies in Metals: From First-Principles Calculations to Experimental Data
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We have revealed, and resolved, an apparent inability of density functional theory, within the local
density and generalized gradient approximations, to describe vacancies in Al accurately and consistently.
The shortcoming is due to electron correlation effects near electronic edges and we show how to correct
for them. We find that the divacancy in Al is energetically unstable and we show that anharmonic atomic
vibrations explain the non-Arrhenius temperature dependence of the vacancy concentration.

PACS numbers: 61.72.Ji, 61.72.Bb, 71.15.–m
Ab initio calculations are expected to replace experi-
ments as a major source of information for many prop-
erties of materials. Aluminum has often been used as a
test case for developing the computational methodology,
and to some extent it can be viewed as the “hydrogen
atom” of computational materials science. Its electronic
structure is described well by the density-functional theory
(DFT) [1,2]. Both the original local-density approximation
(LDA) and, in particular, the more recent generalized gra-
dient approximation (GGA) by Perdew et al. [3] reproduce
experimental values for lattice constant, bulk modulus, and
cohesive energy, with an impressive accuracy [see Table III
(below)].

After the successful description of the perfect bulk Al
system, the next step, from the viewpoint of computational
materials science, is to treat defects in the material, such
as vacancies, impurities, surfaces, dislocations, and grain
boundaries, all necessary to describe real materials. A
wealth of calculations exists, applying DFT to various Al
systems of increasing complexity, often with good results.
Nevertheless, it is important to understand, in detail, the
simplest point defect, the vacancy. Since GGA, by con-
struction, should perform better than LDA where the elec-
tron distribution shows large spatial variations, GGA is the
natural method of choice to describe a vacancy. Moreover,
GGA outperforms LDA for bulk Al [cf. Table III (below)],
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and therefore it is surprising that GGA seems to account
less well for the monovacancy formation energy in Al [4].

In this Letter we show that GGA has to be improved by
accounting for electronic effects near electronic edges in
order to describe vacancies in metals accurately. We also
show that anharmonicity for the lattice vibrations, and not
the presence of divacancies, explains the non-Arrhenius
temperature dependence of the vacancy concentration in
Al and a re-interpretation of experimental vacancy data is
necessary.

We base our calculations on a plane-wave pseudopo-
tential implementation of the DFT [5] with separate pseu-
dopotentials for LDA and GGA. Both the LDA and GGA
calculations are treated self-consistently. The cutoff energy
for the plane-wave basis is 13 and 15 Ry, respectively.
We use supercells of 64 lattice sites for the monovacancy
and 80 sites for the divacancy calculations. To ensure
a high accuracy, k-point grids with 28 and 42 special k
points are used, respectively. Our results are presented in
Table I. We find close agreement between the computed
LDA and GGA numbers with one important exception, the
vacancy formation energy, HF

V . In comparison with experi-
mental data, LDA seems to be superior to GGA for HF

V ,
while both computed numbers for the binding energy of
the divacancy, HB

2V , differ significantly from the experi-
mental results. A large number of LDA calculations of
TABLE I. The computed DFT numbers for monovacancies and divacancies in Al. The formation energy (formation enthalpy at
zero pressure) HF

V � Etot
V �N 2 1� 2

N21
N Etot�N�, where Etot

V �N� and Etot�N� are the total energies with and without the vacancy
present, as a function of the number of atoms N . The formation entropy SF

V , evaluated within the harmonic approximation from
our DFT computed force-constant matrix for the first shell [6]. The formation volume V

F
V � V tot

V 2 �N 2 1�V0, where V tot
V is

the total volume of the supercell with a vacancy present, and V0 is the volume for an atom in bulk. The binding energy for
the divacancy HB

2V ,X � 2HF
V 2 HF

2V ,X , where X indicates nearest-neighbor (nn) or second nearest-neighbor (2nn) divacancies. All
computed numbers refer to complete structure and volume relaxation. The energies are given in eV.

Method HF
V V

F
V �V0� SF

V �kB� HB
2V ,nn HB

2V ,2nn

LDA 0.70 0.67 1.2 20.07 10.005
GGA 0.54 0.67 1.1 20.08 10.004

Expt. [7] 0.67 6 0.03 0.62, 0.95 0.7 0.2, 0.3
Expt. [8] 0.67 1.1 0.20
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monovacancy energetics have been published but we have
found only one applying GGA [4]. It shows the same
discrepancy between LDA and GGA as found here. To
our knowledge, no DFT data for the binding energy of
divacancies in Al have been published, but unpublished
LDA calculations confirm our results [9].

Consider first the divacancy. The nearest-neighbor (nn)
divacancy is unstable since HB

2V ,nn , 0 (see Table I). The
energy cost to remove the second atom to form a divacancy
is higher than the cost to create an additional monova-
cancy. This counterintuitive fact (the coordination number
is one less for the second atom) can be clarified by con-
sidering the induced charge redistribution when the first
atom has been removed from the bulk system. Figure 1
shows the difference between the electron density with and
without a vacancy. The vacancy induces an accumulation
of charge between its nearest-neighboring atoms. Quanti-
tatively, the force constant between the atoms in the first
shell around the vacancy is increased by 12% (11%) within
GGA (LDA). The free-electron-like electronic structure of
bulk Al is significantly perturbed and a tendency to form
directional bonds is evident. This tendency is responsible
for the excess cost in energy to create a nearest-neighbor
divacancy in Al.

However, a negative divacancy binding energy in Al is
not consistent with the present main interpretation of ex-
periments [8,10]. In Al [8], as well as in many other
metals, the measured equilibrium vacancy concentration
shows non-Arrhenius temperature dependence close to the

FIG. 1 (color). Difference in the electron density (Å23) for a
close-packed [111] plane with and without a vacancy present.
The yellow dots show the positions of the atoms. There is an
increase (red) in the charge density between the atoms in the
first shell around the vacancy.
melting temperature. This dependence is routinely as-
sumed to be due to formation of divacancies. From that
interpretation the experimental values for HF

V and HB
2V in

Ref. [8] are derived, but the non-Arrhenius behavior can
also arise from anharmonic atomic vibrations. We have
determined this contribution by computing the tempera-
ture dependence of the monovacancy formation enthalpy
using standard molecular-dynamics (MD) simulations. An
interatomic potential for Al, solely deduced from DFT cal-
culations within LDA [11], is used for the calculation of
the forces and the Nose-Hoover and the Parrinello-Rahman
algorithms [12] for control of temperature and pressure,
respectively. The simulation box contains 499 Al atoms.
The resulting normalized temperature dependence for the
monovacancy formation energy f�T � � HF

V �T ��HF
V �T �

0� is shown in Fig. 2. Similar temperature dependence has
previously been obtained for Cu [13]. The monovacancy
concentration (at constant pressure) is given by cV �T � �

exp�2HF
V �T �2TSF

V �T�
kBT �. We use the thermodynamic relation

≠H
≠T � T ≠S

≠T , the computed temperature dependence f�T �
from our MD simulation, and the zero temperature en-
tropy value, SF

V �T � 0� � 1.16kB, to determine cV �T �.
The value SF

V � 1.16kB is evaluated from a direct diago-
nalization of the force-constant matrix for the system size
used in the simulation and with the force-constant matrix
determined from the model potential. Without assuming
any formation of divacancies, we obtain perfect agreement
with the experimental vacancy concentration data (from

FIG. 2. Vacancy concentration cV �T� as a function of tempera-
ture. Open and filled circles: experimental data [8]. The match-
ing between the differential dilatometry (open) and positron
annihilation (filled) data is not entirely unique since the latter
give only the temperature dependence but not the absolute con-
centration of vacancies. The experimental data are here reported
as in Ref. [8], where the author interpreted the data in the con-
text of a divacancy model. Solid line: our calculated values with
HF

V � 0.68 eV, SF
V � 1.16kB, and f�T� from MD simulations,

and with no contribution from divacancies. The inset shows the
calculated temperature dependence for the monovacancy forma-
tion energy f�T � � HF

V �T��HF
V �T � 0� from the MD simula-

tions. The error bars are two standard deviations.
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Ref. [8]), with HF
V � HF

V �T � 0� � 0.68 eV. In a sensi-
tivity test we changed the value of SF

V �T � 0� while keep-
ing f�T � the same. This affects HF

V �T � 0�. We find that
values of SF

V between 1.0kB and 1.3kB (giving HF
V � 0.67

and 0.70 eV, respectively) result in an acceptable fit to the
experimental data points. From this analysis we obtain
1.0kB , SF

V , 1.3kB.
Finally, it is necessary to understand the discrepancy

between LDA and GGA for the vacancy formation energy
HF

V . A vacancy introduces two effects: atomic relaxation
and a region with low electron density. Since the atomic
displacements are nearly identical for LDA and GGA, we
must focus on the large change in the electron density. Fig-
ure 3 shows the electron density profile at the vacancy. The
density is reduced from its bulk value, n̄ � 0.18 Å23, to
close to zero, 0.02 Å23, at the vacancy center. This rapid
and large decrease of the electron density is very similar
to the behavior at a surface, suggesting that we can regard
the vacancy as an internal surface. The contribution to the
vacancy formation energy from surface effects is, to a first
approximation, equal to 4pR2s, with R being the aver-
age radius of the created “hole” and s the surface energy.
For the generic electronic surface, the jellium surface, it is
known that both LDA and GGA underestimates the mag-
nitude of s [14]. The size of the error (Ds) is given in
Table II. By choosing a reasonable value for the radius R
we can estimate the error in the DFT calculations of the
vacancy formation energy.

In Fig. 3 we compare our electron density profile in the
�111� direction with the density profile from two juxta-
positioned jellium surfaces. The best agreement is found
if the corresponding jellium edges are placed 2.4 Å apart.
Very similar distances are obtained in other directions. As-
suming R to be equal to the distance to the jellium edge

FIG. 3. The electron density in the �111� direction across a
vacancy. Solid line: density profile from the present DFT cal-
culations. Dashed line: superimposed density profile from two
juxtapositioned jellium surfaces [26], 2.4 Å apart, where the
jellium edges are indicated by the two vertical lines. The mean
density in Al is n̄ � 0.18 Å23. Normal bulk variations, as seen
away from the vacancy, are handled accurately within GGA.
However, we find that the large decrease, to close to zero at the
center of the vacancy, is not treated well within GGA (or LDA).
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(R � 1.2 Å) the energy correction DHF
V � 4pR2Ds �

0.15 eV (0.06 eV) should be added to the GGA (LDA)
value. Formation energies of spherical voids in jellium
have been calculated previously as a function of the radius
RWS (the Wigner-Seitz radius) of the void created in the
positive background [16]. For small voids (RWS , 15 Å)
the electron density profile is shifted inwards compared
with the Wigner-Seitz radius RWS [16] and the energy is re-
duced compared with the value 4pR2

WSs. The size depen-
dence of the void formation energy can be quite well fitted
to the liquid-drop model, Evoid � 4pR2

WSs 2 2pRWSg,
which introduces the curvature energy g [17]. If we
define an effective radius Reff according to 4pR2

effs �
4pR2

WSs 2 2pRWSg, we obtain, for the monovacancy
in Al, Reff � 1.26 Å, in close agreement with the above
value R � 1.2 Å. We have here used the curvature en-
ergy g � 1.8 mhartrees�bohr (93 meV�Å), derived from
the jellium calculations [18] and the surface energy s �
1.27 J�m2 (79.3 meV�Å2), obtained from DFT calcula-
tions on real Al [19]. The curvature energy does not seem
to be critically dependent on the use of the simple jellium
model [18] while the jellium surface energy is totally inap-
propriate. It is negative for rs � 2.07 (Al). We also notice
that Reff � 1.26 Å is considerably smaller than the radius
of the spherical void RWS � 1.582 Å and that atomic re-
laxation effects are small (an inward shift of 0.05 Å for the
first shell of atoms) on this scale.

We conclude that a reasonable energy correction is
0.15 eV (0.06 eV) for GGA (LDA). This correction is not
at all negligible since in many applications the required
accuracy in predictive calculations is considerably smaller,
of the order of kBT (� 0.025 eV at room temperature).
The effect is smaller for metals with lower mean electron
density. For Cu we estimate that the correction to HF

V is
0.06 eV for GGA (H

F,Cu,GGA
V � 1.13 eV in Ref. [4]), re-

sulting in a vacancy formation energy of 1.19 eV, which is
the actual experimental value of Ref. [8]. Our prediction
that a nearest-neighbor divacancy is energetically unstable
is not affected, since the divacancy surface area is about
twice the area of a monovacancy, thus canceling the sur-
face correction. We find that the surface corrected GGA
value for HF

V corresponds very well to the experimental

TABLE II. Jellium surface exchange (sx) and correlation (sc)
energies in erg�cm2 for Al bulk density (rs � 2.07) [14]. The
numbers denoted “Exact” refer to “RPA1” (recent benchmark
calculations) which is viewed to give essentially the exact values
[14,15]. LDA is better than GGA for the sum sxc � sx 1 sc
due to a well-known cancellation of errors. All functionals
have been evaluated for the same self-consistent LDA den-
sities which implies that the error for the surface energy is
Ds � sexact

xc 2 sxc.

Method sx sc sxc Ds

LDA 2674 287 2961 54
GGA 2127 754 2881 134
Exact 2296 719 3015 0



VOLUME 85, NUMBER 18 P H Y S I C A L R E V I E W L E T T E R S 30 OCTOBER 2000
TABLE III. Fundamental properties of Al. Lattice constant a, bulk modulus B, cohesive energy Ec, vacancy formation energy
HF

V , including surface corrections HF�
V , and binding energy for the nearest-neighbor divacancy HB

2V ,nn � 2HF
V 2 HF

2V ,nn. Expt.:
experimental data from the literature (a at T � 0 K, B � �c11 1 2c12��3, and Ec at T � 0 K and 1 atm). Expt.*: our reinterpretation
of the experimental results in Ref. [8]. Computed DFT data from the literature (full potential [14] and pseudopotential [23]) together
with the present DFT data. The theoretical values for Ec are not corrected for the zero-point energy (�39 meV). Our surface
corrected data for the vacancy formation energy is shown in bold.

Method a (Å) B (Mbar) Ec (eV) HF
V �eV� HF�

V �eV� HB
2V ,nn �eV�

Expt. 4.03 [20] 0.77 [21] 3.39 [22] 0.67 6 0.03 [7] 0.2, 0.3 [7]
Expt.* . . . . . . . . . 0.68 0.00
GGA 4.039 [14] 4.042 [23] 0.773 [14] 0.744 [23] 3.415 [23] 0.54 0.69 20.08
LDA 3.983 [14] 3.961 [23] 0.840 [14] 0.830 [23] 4.034 [23] 0.70 0.76 20.07
data, better than the corrected LDA value, a result fully
consistent with the properties of bulk Al (cf. Table III).

Discovering that surface effects are important even for a
vacancy is surprising and it implies that all systems where
the effective surface area changes (for example, adsorp-
tion or surface reactions) need careful consideration. It is
therefore crucial to develop improved approximations for
the exchange-correlation potential for regions of evanes-
cent electron density [2,24,25]. Improved approximations
are usually focused on applications in chemistry and are
tested on small molecules and surfaces in addition to bulk
materials [14]. In view of the results in Table III, we sug-
gest that the monovacancy in Al is included in benchmark
calculations.

We have in this Letter resolved an apparent inability
of density-functional theory (in the widely used LDA and
GGA approximations) to describe vacancies in Al accu-
rately and consistently (see Table III). With this knowl-
edge at hand, we are able to predict that divacancies in
Al are unstable and show that a correct interpretation of
current vacancy experiments needs understanding at the
atomic scale. Improved approximations in DFT will imme-
diately find applications not only in chemistry and surface
science but also in materials science. Our combined find-
ings establish the accuracy (excellent agreement between
theory and experiment) and consistency we expect from a
theory with predictive power.
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