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New Type of Charge and Magnetic Order in the Ferromagnetic Kondo Lattice
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We study numerically the one dimensional ferromagnetic Kondo lattice, a model widely used to de-
scribe nickel and manganese perovskites. By including a nearest-neighbor Coulomb interaction (V ) and a
superexchange interaction between the localized moments (K), we obtain the phase diagram in parameter
space for several dopings at T � 0. Because of the competition between double and superexchange, we
find a region where the formation of magnetic polarons induces a charge-ordered state which survives
also for V � 0. This mechanism should be taken into account in theories of charge ordering involving
spin degrees of freedom.

PACS numbers: 75.10.–b, 75.30.Vn, 75.40.Mg
In recent years there has been great interest in the non-
trivial interplay between charge, spin, and lattice degrees
of freedom in strongly correlated electron systems, espe-
cially in perovskite transition-metal oxides. One of the
most striking phenomena is the simultaneous appearance
of charge and spin superstructures. For example, neutron
scattering [1] and electron diffraction [2] experiments in
La22xSrxNiO4 showed the presence of charge/lattice and
spin modulations with doping-dependent wave vector.
Stripe formation together with incommensurate spin fluc-
tuations in high-Tc superconductors can also be regarded
as a manifestation of similar phenomena [3]. The charge
and spin ordering found in many of the doped manganese
perovskites also fall in the same category. Experiments
have revealed CO in Nd0.5Sr0.5MnO3 [4] and similar
compounds, such as Pr0.5Ca0.5MnO3 [5–8]. More recent
interest has focused on electron doped charge-ordered
manganites [9–11]. CO has also been found for other
dopings as in Bi12xCaxMnO3 [9] and in La12xCaxMnO3
(doped with Pr) [11] for x $ 1�2.

Although there have been several attempts to explain
the CO phase theoretically in the x � 1�2 case by con-
sidering two Mn orbitals [12,13] with and without in-
tersite Coulomb interaction V , and adding strong on-site
Coulomb interactions [12], there remains, to the best of
our knowledge, no explanation for the existence of CO
in the electron-doped region (x . 1�2) [9,10]. Numeri-
cal studies [14] have included the effect of V and obtained
a very rich phase diagram, finding phase separated (for
either extreme dopings) and CO (x � 1�2) regimes. In
Ref. [15] the x � 1�2 two-orbital case is also studied us-
ing Monte Carlo techniques, and the CO phase is stabi-
lized by Jahn-Teller phonons. As mentioned in this work,
the z-axis stacking of charge and existence of bistripes at
x . 1�2 [10], both penalized by a large Coulomb inter-
action, indicate that V is smaller than expected and is not
enough to understand the CO state.

Unlike CO in nonmagnetic materials where the Peierls
instability or large intersite Coulomb interactions are re-
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quired, we will show here that in these magnetic mate-
rials charge density waves can result from the formation
of magnetic superstructures arising from the presence of
competing interactions. By changing the carrier concentra-
tion or the relationship between the competing interactions,
this new mechanism gives rise to a very rich family of
inhomogeneous spin and charge structures.

In order to illustrate this new mechanism we will study
here a simplified model where the competing forces are
personified by the double and superexchange (SE) inter-
actions. The first model that considered this competition
was studied by de Gennes [16]. The most intriguing
question is what happens at an intermediate regime,
where the competing interactions are energetically similar.
de Gennes proposed canting of two interpenetrating lat-
tices as the compromise solution of this competition. This
concept was also used subsequently in recent analytical
approaches [17,18]. Phase separation has also been
considered as a possible solution to this competition [19].
As will be shown below, we find spin phases which cannot
be described in terms of two interpenetrating sublattices
nor do they correspond to phase separation.

As a result of the competition between the double ex-
change (DE) and the SE between local spins, we find what
can be described as an ordered phase of ferromagnetic
(FM) islands in which carriers are localized. The forma-
tion of this spin superstructure opens a gap at the Fermi
level of the metallic fully saturated FM phase. Because of
this, these phases are insulating, but a magnetic field can
induce a transition to a FM metallic phase. In this way, we
show that an inhomogeneous ground state can be obtained
from a Hamiltonian with two competitive short ranged
interactions.

The model we will consider consists of a one dimen-
sional lattice of Mn ions formed by a localized t3

2g con-
figuration that can be viewed as an S � 3�2 spin. On
this lattice, �1 2 x� itinerant eg electrons are distributed
and coupled ferromagnetically to the localized spins due
to Hund’s rule. We will use here a widely accepted
© 2000 The American Physical Society
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Hamiltonian [20–22] to describe this system [sometimes
called the ferromagnetic Kondo lattice model (FKLM)]:

H � 2t
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Here the first term represents the eg-electron transfer
between nearest-neighbor Mn ions at sites i and i 1 1,
the second and third terms are the on-site and intersite
Coulomb repulsions between these orbitals, and Jh is the
Hund’s rule coupling between localized Si and itinerant si

spins. This last term, together with the transfer term, gives
rise to the DE, favoring FM ordering of the local spins. K
is the AF interaction between local spins and is due to the
SE of the t3

2g electrons. It stabilizes the antiferromagnetic
(AF) phase for x � 1 and competes with the DE term for
intermediate fillings. In order to simplify the calculations,
the localized spins are taken as 1�2 instead of 3�2 (without
loss of generality) and we reduce the model to one dimen-
sion (1D). However, it is known that the basic features of
the phase diagram in 3D problems appear in two and one
dimensions as well [21].

Experiments indicate that Jh ¿ t; hence we will fix the
values Jh�t � 20. We will also take U�t � 10, so that
the only free parameters are V�t and K�t. For this large
value of Jh�t, U is irrelevant since double occupancy is
suppressed by Jh. We consider here the case of one non-
degenerated eg orbital. The ground state of this model has
also been calculated by other authors [14] using the finite-
system density-matrix renormalization group [23,24].
Here we have taken special care in the growing of blocks
in order not to frustrate the system in the cases when
charge and spin order are expected [25]. With this con-
sideration, and taking open systems, very accurate results
were obtained with a discarded weight lower than 1024 for
the largest systems presented here �L � 30�. Calculations
on smaller systems with closed boundary conditions led
to similar results.

Let us consider first the case x � 1�2 and V � 0, in
order to isolate the two competing interactions K and t.
For any finite concentration there is a fully polarized FM
phase below some critical value of K�t, and an AF phase
for sufficiently large K�t. This can be seen in Fig. 1 for
x � 1�2. In the intermediate regime (0.2 , K�t , 0.4)
we get a phase with clear peaks in the spin structure factor
S�q� at q � 6p�2 (see Fig. 1a). The (nearly) logarithmic
increase of the spin structure factors with system size L
in Fig. 1c is indicative of a power-law decay (with expo-
nent one) in the real space spin-spin correlation functions;
however, other exponents are also possible and indistin-
guishable for the small systems considered. In any case
the correlations are quasilong-ranged. This power-law de-
cay is a consequence of the fact that no long-range order
can be sustained in a one dimensional model with SU�2�
0 0.2 0.4 0.6 0.8 1
q/2π

0

0.1

0.2

0.3

0.4

0.5

N
(q

)

0

1

2

3

S
(q

)

x=1/2 K/t=.1
x=1/2 K/t=.3
x=1/2 K/t=1.

0 10 20 30
L

0.2

0.4

0.6

0.8

N
 (

q m
ax

)

x=1/3 K/t=.3
x=1/2 K/t=.3
x=2/3 K/t=.25

10 L
0.8

1.4

2.0

2.6

S
 (

q m
ax

)

x=1/3 K/t=.3 
x=1/2 K/t=.3
x=2/3 K/t=.25

(a)

(b)

q=2/3 π

q=π

q=2/3 π

q=1/3π

q=1/2πq=2/3π

(c)

(d)

FIG. 1. Spin (a) and charge (b) structure factors for x � 1�2,
L � 28, and V � 0. Size dependence of the peaks of the spin
(c) and charge (d) structure factors (V � 0).

symmetry. This structure has been obtained with quan-
tum Monte Carlo using classical spins and interpreted as a
spiral state with pitch q � p�2 [22]. Instead, our results
on the real space spin-spin correlation function show FM
pairs coupled antiferromagnetically: ""##""## . . . . Our clas-
sical Monte Carlo calculations [26] confirm this picture.

Now if we look at the charge distribution, we find
that even though there is no CO in any of these phases,
the charge-charge correlation functions N�q� shown in
Fig. 1b are qualitatively different. While the FM case
(K�t � 0.1) corresponds to a spinless metallic phase
at filling x � 1�2, the charge structure factor N�q� for
the AF case (K�t � 1) presents a broader momentum
distribution. Concerning the q � p�2 spin phase, it can
be seen from Figs. 1b and 1d that there is no CO for this
phase, even when the charge-charge correlation function
is quite different compared to the FM case. This change
can be understood if we consider that the charges are
“localized” in bonds due to the spin structure ""##""## . . . ,
which would give an insulating character to this phase
(preliminary calculations of the Drude weight seem to
confirm this view [27]). Each charge induces a FM island
of two spins and tends to be localized in the bond in order
to gain kinetic energy. The shape of N�q� is closer to
�1 2 cosq��4 as a consequence of the enhancement of
the charge correlations within an island. From this point
of view it is easy to understand the absence of charge
ordering, because both sites are completely equivalent
in each island. However, this would not be the case
if the tendency to form FM islands surrounding each
charge were preserved for lower electron concentrations.
If we consider, for example, x � 2�3 the expected spin
phase for a particular parameter range may be repre-
sented schematically as """###"""### . . . , where the spins
cluster in the form of magnetic polarons [28]. In this
case, the centers of each island are not equivalent to the
borders, and the charge will tend to accumulate in the
3721
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middle of the polarons. For this reason we expect to get
CO together with a spin density wave for electron
concentrations lower than 0.5. This scheme is confirmed
by Fig. 2, where we show the charge and spin structure fac-
tors calculated for x � 2�3 and K�t � 0.25. S�q� clearly
shows a peak at q � p�3, while N�q� has a pronounced
peak at q � 2p�3. Figures 1c and 1d show that the in-
tensity of these peaks scale approximately logarithmically
with L for S�q � p�3� and linearly for N�q � 2p�3�
which is a clear evidence of long-range CO and power-law
decay of the spin correlation functions. The same calcula-
tions for x � 1�5, 1�4 show spin and charge correlation
functions consistent with the formation of five- and
four-sites spin islands containing one electron each. These
structures could be regarded as a crystallization of the
magnetic polarons described in Ref. [28] for the dilute
limit. It is interesting to note that CO is induced by spin
ordering and vice versa, demonstrating that the formation
of these superstructures is a consequence of the interplay
between charge and spin degrees of freedom.

In the case x � 1�3, it is evident from Figs. 1 and 2
that there is also a spin and charge-ordered state for this
concentration. Both N�q� and S�q� now have peaks at
q � 2p�3. This result can be understood clearly with the
following image for the magnetic structure: ""#""#""# . . . ,
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FIG. 2. Spin (a) and charge (b) structure factors for
x � 1�3, 2�3, L � 30, and V � 0. The peak at small q in
N�q� for the x � 1�3 case is due to a kink in the center of the
open chain.
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while the charge is distributed with one electron in each
pair of up spin sites, and one in each down spin site. It is
important to note that the formation of the spin structures
obtained when the competitive interactions are of the same
order, always open a gap at Fermi level of the metallic fully
saturated FM phase which appears for any x when t ¿ K .

The validity of the picture described above can be tested
using a classical approach. We calculate the contributions
of DE and SE to the energy of the different possible phases
for each value of the concentration, assuming that the hop-
ping vanishes at the AF bonds. In the case x � 1�2 we
obtain 22t�p 1 K�4 for the FM phase, 2t�2 for the
q � p�2 ""##""## . . . phase, and 2K�4 for the AF phase.
The sequence of stable spin phases when increasing K�t,
FM ! p�2 ! AF is obtained in agreement with the nu-
merical results (see Fig. 3a). Here it is clearly seen how
the FM state weakens for a larger SE parameter (K), giving
rise to more complicated structures for intermediate values
of the parameters and finally approaching an AF state for
large K. In this classical picture a canted AF phase has a
slightly lower energy than the pure AF phase, but the p�2
phase remains stable over a certain region in K�t. The
same procedure leads to similar conclusions at x � 1�3
and 2�3.

It is also of interest to consider the effect of an intersite
Coulomb interaction V at x � 1�2, because at this con-
centration it is most effective in inducing CO. All phases
exhibit CO above a critical value of V�t. In Fig. 3b we
sketch the phase diagram in V and K . Our calculations
for different values of K�t indicate a first-order transition
from the metallic fully polarized FM (M-FM) phase to the
insulating phase with q � p�2 spin order (I-p�2). At
larger K�t the p�2 spin phase evolves into the AF phase.

The Coulomb repulsion V inhibits the double-exchange
mechanism by reducing the mobility of the carriers. This
reduces the phase space for the FM order. As K increases,
the critical value of V for charge ordering diminishes from
the spinless value 2t valid for the saturated FM regime.
For V ¿ t we obtain the ferrimagnetic CO (CO-FIM)
phase *#*#*# . . . of alternating S � 1 (*) and S � 1�2 (#)
total spin.

A great variety of experiments have found the pres-
ence of charge and spin ordering in manganites. The
extraordinary colossal magnetoresistance effect for
La0.5Ca0.5MnO3 involves the abrupt destabilization of
a CO-AF state by a magnetic field [29]. Insulating
charge-ordered and metallic FM regions coexist in
�La0.5Nd0.5�2�3Ca1�3MnO3 [30] and Pr0.7Ca0.3MnO3
[31,32]. Both phenomena indicate that the CO phase is
very close in energy to the FM state. These observations
are consistent with a picture where spin and CO are
driven by the strong interplay between charge and spin
degrees of freedom. For these reasons, the phenomenon
presented here could be the underlying physical mecha-
nism for the stabilization of spin and charge structures in
manganites. Our model calculations fail to include several
effects that may play important roles in real systems like
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FIG. 3. (a) Classical energies as functions of K�t for x � 1�2.
(b) Phase diagram K�t vs V�t for x � 1�2. The circles indicate
the points where calculations have been performed. The phases
are defined in the text.

Jahn-Teller distortions and orbital degeneracy. However,
it is important to take into account that charge ordering can
be induced simply as a result of the competition between
DE and SE as shown here and that this mechanism should
be included as an important ingredient for more general
models.

We have presented numerical evidence of the existence
of a new type of simultaneous charge and spin ordering in
the FKLM. This mechanism, induced by the competition
between DE and SE, is based on the interplay between
charge and spin degrees of freedom. As we have shown
in a previous work [28], in the dilute limit each carrier
polarizes its neighborhood forming FM polarons. The size
of these polarons is governed by the ratio K�t. We could
interpret our results as an indication that, if this size is
similar to the mean separation between carriers, then SE
tends to order these islands in the form of a polaron lattice
separating them by AF interfaces. We find that in this
intermediate regime, the charge and spin structure factors
peak at 2kF and kF , respectively, where kF � �1 2 x�p is
the Fermi momentum of spinless carriers. Similar results
in the classical regime were found in Ref. [33].

We have found that, in an important range of parameter
values, the competition between double and SE does not
give rise to the canted states as conjectured by de Gennes
in any of the classical or quantum limits. Instead, new
phases exist in which microscopic FM islands appear,
separated by AF links. An extension of this type of
magnetic structures may appear in more than one dimen-
sion [26].
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