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Statistical mechanics of the discrete nonlinear Schrodinger equation is studied by means of analytical
and numerical techniques. The lower bound of the Hamiltonian permits the construction of standard
Gibbsian equilibrium measures for positive temperatures. Beyond the line of T = «, we identify a
phase transition through a discontinuity in the partition function. The phase transition is demonstrated
to manifest itself in the creation of breatherlike localized excitations. Interrelation between the statistical
mechanics and the nonlinear dynamics of the system is explored numerically in both regimes.
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The pioneering studies of Fermi, Pasta, and Ulam [1]
showed that energy exchange between coupled systems
may be extremely slow (or even absent) in the presence of
nonlinearity; instead a type of behavior that severely con-
trasts equipartition among the linear modes is observed.
The question of whether equipartition of excitation energy
always appears is a contemporary issue in various fields
of physics. Many manifestations of nonequilibrium and
nonequipartition phenomena equivalent to the dynamical
behavior of systemswith few degrees of freedom contrast-
ing statistical mechanics expectations have been observed.
Some of these phenomena, and therefore the absence of
immediate equi partition expressed in terms of self-trapping
of energy, play an important role for optical storage pat-
terns in nonlinear fibers, condensed matter physics, and
biophysics [2].

A particularity of discrete nonlinear systems is their
ability to sustain strong localization of energy [3]. This
is accomplished via intrinsic localized modes (breathers)
which are modes that remain stable for extremely long
times. Thus far, it is an amost unaddressed problem
how to handle and describe these excitations in a statisti-
cal mechanics framework although it has been argued that
breathers may act as virtual bottlenecks [4] delaying the
thermalization process.

In this Letter, we develop a statistical understanding of
the dynamics, including the breathers, in a discrete non-
linear Schrodinger (DNLS) equation. The DNLS equation
plays a significant role in severa branches of nonlinear
physicsasasimple physical model because it may approxi-
mate many of the above-mentioned nonlinear systems. We
study analytically and numerically the thermalization of
the lattice for T = 0. We identify the regime in phase
space wherein regular statistical mechanics considerations
apply, and, hence, thermalization is observed numerically
and explored analytically using regular, grand-canonical,
Gibbsian equilibrium measures. However, the nonlinear
dynamics of the problem renders permissible the realiza-
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tion of regimes of phase space which would formally corre-
spond to “negative temperatures’ [5] in the sense of statis-
tical mechanics. The novel feature of these statesisthat the
energy tends to be localized in certain lattice sites forming
breatherlike excitations. Returning to statistical mechan-
ics, such redlizations, which would formally correspond to
negative temperatures, are not possible (since the Hamil-
tonian is unbounded from above, as is seen by a simple
scaling argument similar to the continuum case [6]) unless
one refines the grand-canonical Gibbsian measure to cor-
rect for that. This correction will necessitate a discontinu-
ity in the partition function signaling a phase transition that
we identify, numerically, with the appearance of breather
modes.

In order to explore and illustrate the scenario described
above, we consider the one-dimensional DNLS equation
in the form

il,me + (l//m+l + ¢m—1) + Vl’ﬁmP'ﬁm =0, (1)

where the overdot denotes time derivative, m is a site in-

dex, and v is a tunable coefficient to the nonlinear tejr{m
Jd

[7]. Equation (1) is the equation of motion, 1,//,,, = ~ %
where HH is the Hamiltonian function given by

H = Z(d’;lr//m+l + l/fm(//:;l+]) + Z% |l//m|4,

for which iy, ¢, form canonicaly conjugate pairs of
variables. In addition to the conserved energy FH, the
quantity A = > |4,,|? is aso conserved by the dynam-
ics of EQ. (1) and serves as the norm of the system.

In order to study the statistical mechanics of the sys-
tem, we calculate the classical grand-canonical partition
function Z. We first apply the canonical transformation

U = WGXD(IQM), leading to
j-[ = ;2VAmAm+1COS(¢m - ¢m+1) + %%Ai
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The partition function then becomes [8]

) 27
7 :]0 fo [[ddmdAnexpl—B(H + n A,
%)

where the multiplier w is introduced in analogy with a
chemical potential to ensure conservation of A. Straight-
forward integration over the phase variable ¢, reducesthe
symmetrized partition function to

z = em" [ TTdanto@8YAnAnr)
X exp[—ﬁ Z(% (A5 + AL

+ %(Am + Am+1)>]

Theintegral can be evaluated exactly in the thermodynamic
limit of alarge system (N — o) using the eigenfunctions
and eigenvalues of the transfer integral operator [9]:

j;) dAm K(AnzaAin+l)y(Am) = )\y(Aerl) P

where the kernel « is

K(.2) = BepVEE) e —p( 4 (2 + 2)

+ %(x + z)>:|. A3)

Similar calculations have been performed for the statistical
mechanics of the ¢* field [9], and for models of DNA
denaturation [10]. One obtains Z = (27 Ag)Y, asN — =
where A is the largest eigenvalue of the operator. From
this expression the usual thermodynamic quantities such as
the free energy, F, or specific heat can be calculated. More
importantly, for our purpose we can obtain the averaged
energy density, # = (JH)/N, and the average excitation
norm, a = (A)/N, as

0= 1 dAp . 4

Blo du’ x oo H

The average excitation norm a can aso be calculated
as a =% [o[1,dAnAnexp[—B(H + nA)], where
the integral again can be calculated using the transfer
technique [9] and yields a = [ y5(A)A dA, where yy is
the normalized eigenfunction corresponding to the largest
eigenvalue Ay of the kernel « [Eq. (3)]. This shows that
p(A) = y§(A) is the probability distribution function
(PDF) for the amplitudes A.

The problem is now reduced to finding the largest eigen-
value Ay and the corresponding eigenfunction y, of the
transfer operator [EqQ. (3)]. Thiswe do numericaly. How-
ever, two limits (8 — o« and 8 — 0) are also amenable to
analytical treatment.

First, notice that the Hamiltonian is bounded from below
and one can observe that this minimum is realized by a

plane wave, ,, = \/a expimar, whose energy density is
h = —2a + 3a®. Thisrelation defines zero temperature,
or the B = = line.

The high temperature limit is also tractable. When 8 <
1 the modified Bessel function in the transfer operator can
be approximated, to leading order, by unity (this amounts
to neglecting the coupling term in the Hamiltonian). This
alows us to reduce the remaining eigenvalue problem to
the approximate solution valid for thermalized independent
units:

_ 1 B .2
o) = = ep| ~ 5 wa? + 2un) |

Using this approximation we can, enforcing the con-
straint B = vy (where y remainsfinite aswetakethelim-
its 3 — 0and u — =), obtain h = v/y?> anda = 1/y.
Thus, we get h = va’ at 8 = 0.

Figure 1 depicts (with thick lines) the two parabolas in
(a, h) space correspondingtothe T = 0 and T =  limits
[8]. Within thisregion, all considerations of statistical me-
chanics in the grand-canonical ensemble are normally ap-
plicable and there is a one-to-one correspondence between
(a,h) and (B, ). Thus, within this range of parameter
space, one expects the system to thermalize in accordance
with the Gibbsian formalism. However, the region of the
parameter space that is experimentaly (numericaly) ac-
cessible is actually wider since it is possible to initialize
the lattice at any energy density 2 and norm density a
abovethe T = 0 line in an infinite system.

A dstatistical treatment of the remaining domain of pa-
rameter space can be accomplished introducing formally
negative temperatures. But the partition function (2) is not
suited for that purpose since the constraint expressed in
the grand-canonical form fails to bound the Hamiltonian
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FIG. 1. Parameter space (a, k), where the shaded area is in-
accessible. The thick lines represent the 8 = « (T = 0) and
B = 0 (T = =) lines and thus bound the Gibbsian regime. The
dashed line represents the & = 2a + 5a” line along which
the reported numerical simulations are performed (pointed by
the symbols).
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from above. In all the alternative approaches of the study
of negative temperatures, we will have to consider a
finite system of size N. As suggested in [6] we can till
consider the grand-canonical ensemble using the modi-
fied partition function Z'(B,u') = [exp[—B(H +
w AN, dipm dys, but this introduces long range
coupling and ' will have to be of order 1/N. Now 8
can be negative since H + u'A? can be seen to be
bounded from above when u' < —»/2N. The important
conseguence of this explicit modification of the measure
is a jump discontinuity in the partition function, which
in turn signals a phase transition. More explicitly, if one
startsin apositive-T', thermalizable (in the Gibbsian sense)
state in phase space with 4 > 0, and continuously varies
the norm, then one will, inevitably, encounter the 8 = 0
parabola. Hence, in order to proceed in a continuous
way, a discontinuity has to be assigned to the chemical
potential. This discontinuity will destroy the analyticity of
the partition function as the transition line is crossed, and
will indicate a phase transformation according to standard
statistical mechanics.

From the microcanonical point of view, it is also natural
to consider negative temperatures because it is possible to
maximize the energy under the constraint of a fixed norm
in a finite system. It can be seen that the configuration
which realizes this maximum is an exact breather solution,
whose total energy and frequency scale as A2 and N,
respectively. Thus, the number of microstates sharing the
same energy E will decrease with increasing E if the norm
A iskept fixed. Because of the definition of temperature
(1/T = 9S/9E|a), T becomes negative at high energy
density and the 8 = 0 lineisthe line of maximum entropy.
Actualy we an say that the constraint of fixed norm A
is a“topologica” reason for large amplitude breatherlike
excitations to be expected to appear.

In order to characterize the dynamics of both phases
(above and under the B8 = 0 line) and to verify that the
system does relax to a thermalized state, we perform
numerical experiments. We restrict the parameters (a, )
to the dashed line of Fig. 1, choosing a perturbed phonon
with wavevector ¢ = 0 (¢,, = +/a ), for which the energy
norm relationship is & = 2a + 5a” as the initia condi-
tion. An infinitesimal perturbation to such a linearly un-
stable mode for systems of oscillators or nonlinearly
coupled particles is well-known [4,11] to give rise to
long-lived localized excitations via modulational instabili-
ties. For these initial conditions, the important question is
whether the same phenomenology appears in the DNLS
system, i.e.,, whether relaxation to equilibrium is really
achieved and whether we can observe different qualitative
behavior on the two sides of the B8 = 0 line.

Figure 2 shows three typical examples of what can be
observed when the energy-norm density point lies below
the B = 0 line (the symbols refer to Fig. 1). Theg = 0
wave is unstable and the energy density forms small lo-
calized excitations but their lifetime is not very long and,

3742

1 1 1 Lo

0 10 20 30 40 50
A

FIG. 2. Distribution of A = ||? for three cases under (and on)
thetransition line. The solid lines show the results of simulations
and the symbols are given by the transfer operator. Curves are
vertically shifted to facilitate visualization.

rapidly, a stationary distribution of the amplitudes A,, is
reached (Fig. 2). Different kinds of initial conditions (with
same energy and norm densities) produced the same re-
aults. In conclusion, the system reaches an equilibrium
state which is perfectly recovered by means of the trans-
fer operator method. Moreover, it can be checked on
Fig. 2 that the curvature of logp(A) (i.e.,, —B) tends to
zerowhen i = va?. (The cutoff at high amplitudes is due
to finite size effects.) In this domain of parameter space,
high amplitude excitations are highly improbable and can
be considered as simple fluctuations; as shown on Fig. 2,
large amplitude fluctuations have been recorded but were
checked in the evolution pattern to disappear rapidly.

The scenario is very different when the energy and norm
densities are above the 8 = 0 line. We can observe a
rapid creation of breather excitations due to the modu-
lational instability accompanied by thermalization of the
rest of the lattice. Once created, these localized excita-
tions remain mostly pinned, and because the internal fre-
guency increases with amplitude their coupling with the
small amplitude radiation is very small. This introduces a
new time scale in the thermalization process necessitating
simplectic integration for aslong as 10°-107 time unitsin
order to reach a stationary PDF. This can also be quali-
tatively justified by the effective long range interactions,
introduced in the modified partition function, which will
produce stronger memory effects as one observes regimes
in phase space which are further away from the transition
line (since the long range interaction will be stronger).

Typica distribution functions of the amplitudes are
shown in Fig. 3. The presence of high amplitude exci-
tations is directly seen here (more straightforwardly we
observed standing breathers in the spatial pattern). The
dotted line represents the PDF in the case where the initia
condition is chosen at random, using a larger system size:
we check that the initial condition seems unimportant, but
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FIG. 3. Digtribution of A = |¢|* for parameters (h, a) above
the transition line (triangles and stars as in Fig. 1. Dotted line
indicates random initial condition). Note labels are arranged in
order of increasing system size.

the system size does influence the amplitude of the highest
breathers. The cutoff value in the very large system limit,
as well as the persistence of a bump in the PDF, is still an
open guestion, since we have no prediction for the PDF
above the B = 0 line. However, the positive curvature
of the PDF at small amplitudes clearly indicates that the
system evolves in a regime of negative temperature, and
the appearance of the phase transformation is signified
in the dynamics by the appearance of these strongly
localized persistent breathers.

The actual dynamicsin the negative temperature regime
is studied more closely in Ref. [12].

Finally, we can draw an interesting parallel with what
has been known in plasma physics and hydrodynamics
for severa years [13], where the appearance of localized
structures (of vortices in that case) is also related to a
description in terms of negative temperatures.

In conclusion, studying the DNLS system, we have been
able to quantify and explain, through analytical calcula-
tions supported by numerical computations, the behavior
in different regimes of the (,a) phase space. We have
been ableto link the regime of thermalization to theregime
where regular statistical mechanics is applicable in the
Gibbsian sense. Further, we have traced the explanation
of the appearance of localized modes in different regimes
in phase space to the need for a modified measure to en-
sure normalizability, which therefore necessitates a phase
transition leading to these localized modes. Our numerical
simulations strongly support this theoretical picture, illu-
minating this novel quantitative connection between non-
linear dynamics and statistical mechanics.
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