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Aging, commonly observed in glasses, is amanifestation of breakdown of time-tranglational invariance.
Here we demonstrate experimentally aging effects in the electronic system of an Anderson insulator. The
aging phenomenon in the electron glass appears to be much less sensitive to temperature than in other
systems. The differences in the behavior of the electron glass and a spin glass system are discussed in
terms of some microscopic differences between the two systems.
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Many glassy systems exhibit a nonstationary behavior
that has been described as “physical aging” [1]. Thisterm
refers to a gradual change in the properties of the glass
when it is maintained in some fixed external conditions
for atime t,,. When the external conditions that affect a
certain property P are changed, P will relax towards its
new equilibrium value in away that reflects the “aging” or
waiting time ¢,,. The particular form of the ensuing P(r)
will depend on ¢,,, and in genera the relaxation will be
more sluggish the longer the system is “aged.” But when
plotted as a function of ¢/1,,, the different P(z, r,,) curves
collapse onto a common plot that only weakly depends
on other parameters. Such behavior has been reported
to occur in a variety of glasses, from structural glass [1]
to spin glass [2,3]. In these experiments, ¢, is the time
interval between the initial quenching of the system and
the time at which the external conditions (such as stress or
afield) are changed.

This paper reports another variant of an aging ex-
periment performed on an Anderson insulator. Previous
experiments established that such systems exhibit char-
acteristic glassy behavior [4]. When excited from equi-
librium their conductance G is enhanced, and then slowly
decays towards its equilibrium value. In addition to their
dluggish relaxation, electron glasses exhibit a peculiar
memory effect. When such a system is excited by sud-
denly changing the carrier concentration [e.g., by applying
a new voltage at the gate of a metal-oxide-semiconductor
field-effect transistor (MOSFET) structure], a signature of
its “old” setting is retained and persists for many hours
[5]. This glassy behavior is believed to be associated
with the interplay between disorder and electron-electron
interactions [6]. Relaxation of such a system involves
correlated transitions of electrons between different
configurations, and the hierarchical constraints associated
with these processes cause the dynamics to be similar to
that of other glasses [7].

The work reported here describes another kind of mem-
ory, very similar to the aging phenomenon in other glassy
systems. It turns out that the scaling of the relaxation with
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t/t, is quite accurate, more so than in the spin glass. We
present some possible reasons for this difference. They in-
volve differences in the relaxing property that is measured
and differences in the microscopic constraints that prohibit
rapid relaxation.

The samples used in this study were prepared in a
MOSFET-like configuration. The active layer wasa 50 A
thick polycrystalline In,O;—, film, with 1 X 1 mm latera
dimensions. The film was e-gun deposited using 99.999%
pure In,O5 onto a 140 wm thick glass substrate. After de-
position, the films were crystallized at 250 °C. The gate, a
500 A thick gold film, was evaporated vis-a-vis In,O3_,
film on the other side of the glass. Most of the measure-
ments were carried out at 7 = 4.11 K with the samples
immersed in liquid “He storage Dewar. This enabled high
temperature stability over long times. Measurements as a
function of temperature were done in a *He rig. In ad-
dition to employing a temperature controller, a Ge ther-
mometer mounted on the sample stage was used to correct
for residua temperature fluctuations. The conductivity of
the samples was measured using a two terminal ac tech-
nique employing an ITHACO 1211 current amplifier and
a PAR 124A lock-in amplifier. Care was taken to ensure
linear response by use of sufficiently low ac bias.

The main technique used in this work involves the fol-
lowing procedure. The sample is cooled to the measure-
ment temperature 7,, with a voltage V,, held at the gate,
and is allowed to equilibrate for at least 15 h. Next, still
holding V, fixed, one starts monitoring both the conduc-
tance G and the gate voltage V, as a function of time
to obtain a baseline conductance Go(V,0, T),). This typi-
cally takes 5 min. Then, the gate voltage is switched to
Ven and is maintained there for a certain “waiting time”
t,,. Finally, the gate voltage is switched back to V4, and
G(r) ismeasured for an additional period of time of the or-
der of 3 X t,,. This experimenta procedure is somewhat
different from the one that was used in previous experi-
ments in that the time interval ¢,, starts at the time when
anew gate voltage V,, is applied [8]. A typica experi-
mental run is shown in Fig. 1. In the following, we focus
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FIG. 1. Bottom graph: The gate voltage versus time in a typi-
cal aging experiment (the V,o — V,, sweeping time is =4 s).
The upper graph shows the corresponding change of the sample
conductancerelativetoitsvalueat r < —r,,. Dataare taken with
asampling time 7, = 1 s. Results are shown for a sample with
R=30MQ a T, = 4.11 K. Theinset shows AG(t = 0) as
a function of z,,.

on the behavior of AG(tr) = G(r) — G, for t = 0 (taking
t = 0 asthetimewhen V, reattainsthe original value V).
Note that the quantities [G(r = 0) and G] that determine
AG(t) are measured under the same external conditions.
This ensures that the relaxation of the conductance em-
bodiedin AG(r = 0) excludes spurious contributions such
as the common equilibrium field effect. Asacheck onthis
point, we show that, as ¢, — 0, AG(t = 0) — 0 (inset of
Fig. 1).

The behavior of AG(x = 0) for a given sample depends
on several parameters. These are t,,, T, and AV, =
(Vgn — Vgo). The most important one turns out to be the
waiting time r,,. Results for AG(z, ¢,,) at constant T, and
AV, are shown in Fig. 2. The top graph shows AG(r)
for four different ¢,,’s and illustrates that the waiting time
significantly affects both the magnitude and shape of the
relaxation. Our main result is that when the relaxation
data are plotted as AG(z/t,,) dl curves collapse onto a
single curve (bottom graph of Fig. 2). It is emphasized
that this scaling does not involve any parameter except for
the measured r,,. No rescaling of the amplitude can make
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FIG. 2. (a) Relaxation of AG(tr = t,) at different values of ¢,

for thesamplein Fig. 1. All tracesaretaken with V,o = —10 V
and V,, = 100 V. (b) The same data as in (a) but plotted
versus the normalized time ¢/¢,,. The dashed curve is a fit to
exp[—(z/7)*] with @ = 0.21 and 7 = 0.008 X 1,,.

the AG(z) curves collapse; this is accomplished entirely
by t — t/t,.

By contrast, varying either AV, or T, affects the
amplitude of AG(¢) but not its shape. Results of such
experiments are shown in Figs.3 and 4, respec-
tively. The relaxation curves can be well described
by f(AV,) - AG(z) or by h(T,,) - AG(z), respectively. In
either case, the common relaxation law can be fitted by the
stretched-exponent function AG(r) = A exp[—(¢/bt,)*].
Such a relaxation law is often found in the dynamics of
glasses [9], and it is usualy attributed to the process
of hierarchica relaxation [10] with a wide distribution
of relaxation times. Such hierarchical behavior in the
Anderson insulator can result from the combination of
disorder and interactions as also happens in other glasses.

The unique role of ¢,, in determining the relaxation law
isworth noting. The simple scaling demonstrated by Fig. 2
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FIG. 3. Relaxation of AG(r = t,) asafunction of AV, for the
samplein Fig. 1. A fixed waiting time ¢,, = 770 swas used for
al three runs. T,, = 4.11 K. The inset shows that the data
can be made to collapse on a single curve when AG(r,AV,) is
multiplied by an appropriate constant f(AV,)

means that one can tell how long the system was allowed
to relax at V,, (for + < 0) just by monitoring AG () for
t = 0 [11]. This breakdown of time-translational invari-
ance has been described in other glassy systems as an “ag-
ing” effect [3]. Thebasicideabehind the explanation given
for the aging effect is the following [3,12]. During the
waiting time (in our case when V,, is applied), the sys-
tem relaxes towards an equilibrium state compatible with
the new conditions imposed on the system. The system
will relax by overcoming barriers [13] with heights that
are compatible with the elapsed time. The height of the
barriers that the system can overcome during this time in-
creases with ¢,,. When changing the conditions after 1,

(in our case by changing V,, back to V,), the system
will have to go over the same barriers to return to status
quo ante. The time for this thus will scale with the aging
timet,,. (Notice that such an argument would also explain
the symmetry in the growth and shrinkage of the two dips
observed in previous experiments [6].) The aging effect is
expected to break down if the highest barriersin the system
are lower than the barriers with the height compatible with
t,. Also, the symmetry of the process hinges on the as-
sumption that the external conditions (Vo and V, in our
case) do not greatly affect the system itself, so effective
barriers and the hopping distances remain nearly the same.
The latter requirement is fulfilled in our experiments be-
cause the fields associated with the applied V,’ s are rather
small and amount to a very small change in any of the
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relevant parameters (such as the localization length ¢ and
the carrier concentration n).

The observation that AG(r = 0) increases with ¢,, can
be also naturally explained. The longer the system waits
a V,, the closer it approaches a new equilibrium state.
Then the switching back to V, reexcites the system to a
larger degree.

We turn now to the set of experiments of Fig. 4. Itis
apparent that the magnitude of the effect, namely, AG(0),
decreases with increasing 7,,. Thisisin line with the ob-
servations of Vaknin et al. [14]. In this range of tempera-
tures, the equilibrium conductivity changed by 2 orders of
magnitude, and the amplitude of the effect decreases by
more than an order of magnitude. Yet, as seen in Fig. 4,
the amplitudes of these plots can be scaled to reveal that
the relaxation law does not change with temperature. We
briefly comment on this puzzling feature in our closing
remarks.

The glassy behavior in spin glasses (measuring magne-
tization) differs in certain respects from the observations
reported here [8]. The salient differences are that in spin
glasses the observed scaling is more involved than simply
normalizing ¢ by ¢,,. Moreover, the rate of relaxation in
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FIG. 4. (a) Relaxation of AG(t = t,) for several values of T,,,.
All traces are taken with V,, = —10 V and V,, = 100 V, and
for afixed r,, = 600 s. (b) The same data asin (a) plotted after
AG(t,T,,) for each T,, curve is multiplied by an appropriate
constant 4(T,,). The sample in this case has R = 200 MQ at
T =4.11K.
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the spin glass is quite temperature dependent [3,15]. The
need for correctionsto the #/r,, scaling in spin glasses has
been attributed to possible ergodic relaxation of spins in
some regions of the system [16].

There are, of course, many differences between the de-
tailed nature of the spin glass and of the electron glass.
We mention those that may be responsible for the above
differences in the observations: (i) The interaction in the
electron glassis of longer range than it isin the spin glass.
This makes it less likely that an electron move freely in
the electron glass than a spin flip freely in the spin glass.
(ii) Spin and spin direction in the (Ising) spin system are
analogous, respectively, to a site and site occupation in the
hopping system. In the spin glass, a single spin flip is a-
lowed. Such flips of weakly coupled spins might well be
responsible for the fast processes in the spin glass. Analo-
gous processes to these do not occur in the hopping system
because a single hop changes the occupation of two sites.
Both points work in the direction of making the micro-
scopic ergodic processes in the electron glass less prob-
able. In addition, different properties are used to measure
the dynamics of the two systems. Magnetization, used in
the spin glass, is a sum over local properties (individual
spin orientations) while the current used in the electron
glass cannot be decomposed into a sum of local properties.
Thus, local regions with the fastest dynamics do contribute
to the observed magnetization in spin glasses, whereas lo-
cal regions with fast dynamics (associated with small local
resistances) do not affect the global current.

Finally, we wish to comment on the temperature depen-
dence of the relaxation. The data presented in Fig. 4 sug-
gest that the dynamics associated with aging in our system
is fairly insensitive to temperature. Temperature indepen-
dent dynamics was reported [17] for dispersive transport in
films of polyvinylcarbazole measured between 280—380 K.
Our results (that were reproduced on three samples) arein
keeping with this observation over a considerably larger
range of temperatures. In fact, with a less disordered
sample, we were able to extend the measurements down
to 0.67 K without noticing any slowdown in the relaxation
dynamics. It appearsthen that it should befeasibleto study
the nonergodic properties of electron glasses at arbitrarily
low temperatures by reducing the sample disorder. This
will open the exciting possibility to probe the quantum ef-
fects predicted [18] for glasses in the limit 7 — 0, which
is not readily accessible in ordinary systems.

In summary, we have shown that physical aging, hith-
erto studied in structural glasses and spin glasses, is aso
observable in an electron glass thus attesting to the ubig-
uitous nature of the phenomenon. The apparent lack of
temperature dependence seems to suggest that relaxation
dynamics in the electron glass is fairly insensitive to en-
ergetic considerations. This intriguing observation clearly
deserves further study.
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