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Propensity Rules for Angular Momentum Transfer in Electron-Impact Excitation
and Deexcitation
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Following the recent investigation of Shurgalinet al. [Phys. Rev. Lett.81, 4604 (1998)], electron-
impact induced3s ! 3p and 4s ! 3p transitions in atomic sodium are studied theoretically. A
propensity rule for the angular momentum transfer is supported for scattering angles below60± and
incident energies below20 eV. Excellent agreement between the predictions from anR matrix with
pseudostates calculation and the experimental data is obtained and provides credibility to the pres
study.

PACS numbers: 34.80.Dp
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Ever since the pioneering discussion by Kohmoto a
Fano [1], a parameter of particular interest in the d
tailed study of atomic collisions has been the so-call
“orientation” of the target, which describes the sense
circulation of the active electron(s) around the atom
core. This parameter can be studied in scattered-partic
polarized-photon coincidence experiments, in which t
circular polarizationP3 of the light emitted perpendic-
ular to the scattering plane is determined [2]. For t
simplest case of1S ! 1Po excitation without spin ex-
change and relativistic effects,P3, the orientationO12 and
the angular momentum transferL� are related through
P3 � 22O12 � 2L�. For more complicated situations
the result becomesP3 � 2fL� [2]. The factor f de-
scribes depolarization effects due to atomic fine struct
and hyperfine structure, cascading if more than one p
ton can be emitted, and possibly relativistic effects.

Alternatively, the angular momentum transfer can
studied in the “time-reversed” experiment, starting wi
a laser-prepared state. Following early work by Her
et al. [3,4], this method was further developed by th
NIST group [5–7] who generated benchmark data f
3s ! 3p electron-impact excitation in sodium. Subse
quently, the technique was widely applied [8–11].

Interestingly, the observed pattern for the angular m
mentum transfer as a function of the scattering an
showed a characteristic behavior, essentially independ
of the collision energy and even the actual target. F
electron-impact inducedS ! Po excitation, almost with-
out exception (see Ref. [12] for a rare example), the va
of L� is positive for small scattering anglesu and in-
creases withu to a maximum beyond which the variation
becomes more individual. (See Ref. [13] for an extens
compilation of the available data.) Triggered by these
sults, considerable effort has been directed into finding
solid theoretical foundation for this empirical propensi
rule, the Kohmoto-Fano paper being an early examp
Propensity rules for orientation have also been formula
and discussed for heavy-particle impact excitation [1
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and efforts have concentrated on exploring the genera
of these rules [15,16].

For electron-atom collisions, a significant step beyo
the Kohmoto-Fano work was the analysis by Madiso
and Winters [17]. After pointing out a phase problem
the Kohmoto-Fano paper, they discussed the orientat
parameter in terms of the chargeq of the projectile, with
q � 61 for positron and electron impact, respectively, b
expanding the scattering amplitude in a Born series as

fP √ S � �FP jV jFS� 1 �FP jVG 1 V jFS� 1 . . .

� qt�1� 1 q2t�2� 1 . . . . (1)

Here V is the interaction potential andG1 is the free-
particle Green’s function with appropriate boundary co
ditions. This analysis yields

L� ~ q3Im �t�1�
0 �Re�t�2�

1 � 1 q4Im�t�2�
0 t

�2��
1 � 1 . . . , (2)

where the subscript indicates the magnetic quantum nu
ber. The first term in this result, involving a produc
of first-order and second-order amplitudes, dominates
small scattering angles, whereas the second one, a p
uct of two second-order amplitudes, takes over at lar
angles. Thus, for small scattering angles the orientat
parameter should change sign when switching from el
tron to positron impact, while both projectiles produc
orientation parameters of the same sign at larger ang
Madison and Winters confirmed these predictions in
model calculation for the He2 1Po state. Concerning the
sign of L� at small scattering angles, however, no defin
tive, general answer could be derived.

A semiclassical argument for thesign of the orientation
parameter, valid forsmall scattering angles, was outlined
by Andersen and Hertel [18]. It is based upon th
electrostatic interaction between the projectile penetrat
the atomic electron cloud being attractive for electrons b
repulsive for positrons. However, this simple argume
© 1999 The American Physical Society
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neglects the attractive polarization force for electron
and positron scattering from neutral targets in their
ground state. The analysis of the motion of the active
electron around the atomic core suggests that L� . 0
for electron-impact excitation and L� , 0 for positrons.
Also, changing the sign of the energy transfer should
reverse the sign of L�.

The latter prediction was recently studied in a pioneer-
ing experiment by Shurgalin et al. [10]. They compared
electron-impact excitation of the 3s ! 3p transition in
sodium with electron-impact deexcitation of the 4s ! 3p
transition. Their results for electron scattering under re-
versal of the energy transfer thus allowed, for the first
time, to study the Andersen-Hertel predictions, since the
expected signal rates in the corresponding positron experi-
ments are prohibitively small.

Whereas the experiment demonstrated the feasibility of
such studies, several open questions remain and justify fur-
ther study. The experiment was performed for three rela-
tively high incident energies, and the data were restricted
to the angular range 4± # u # 26±. For the 4s ! 3p
deexcitation at an incident energy of 22.0 eV, correspond-
ing to a total (projectile plus target relative to the target
ground state) collision energy of 25.2 eV, the experiment
indicated that the angular momentum transfer was indeed
negative for angles below 18±. For larger angles, how-
ever, a significant increase to positive values was observed
[10]. The experimental results, as well as those for the
“control transition” 3s ! 3p, agreed very well with “con-
vergent close-coupling” (CCC) predictions [19], whereas
significant deviations were found with those from a
“second-order distorted-wave” (DWB2) approach [20].
Similar conclusions were drawn for the higher incident
energies of 30 and 50 eV [11]. In light of the satisfac-
tory performance of the DWB2 model for the 3s ! 3p
transition, the latter finding might be surprising, since the
energy difference of 1.1 eV between the 4s and 3p states
is only about 5% of the incident energy. Hence one might
expect a perturbative treatment, especially when carried
out to second order, to be sufficiently accurate.

The present Letter reports an extensive study of the
Andersen-Hertel predictions by investigating theoretically
the above transitions over the full range of scattering
angles and a large number of incident energies. While
a highly sophisticated numerical method, yielding the
expected agreement between theory and experiment, is
being used to provide the necessary credibility to this
study, we point out that the principal goal is to investigate
the validity range of the propensity rule. Nevertheless,
as a by-product of our convergence study, we offer an
explanation for the difficulties of the DWB2 (and the first-
order DWB1 model) in describing the 4s ! 3p transition
even at a relatively high incident energy.

We performed several R-matrix calculations,
ranging in complexity from standard 3-state
�3s, 3p, 4s�, 5-state �3s, 3p, 4s, 3d, 4p�, and 7-state
�3s, 3p, 4s, 3d, 4p, 4d, 4f� models to an “R matrix with
pseudostates” (RMPS) approach. The latter method
[21–23] is essentially equivalent to the CCC method,
except that it is formulated in an R-matrix framework
in coordinate space rather than as a close-coupling (CC)
method in momentum space. The principal advantage of
both CCC and RMPS over standard discrete-state-only
treatments lies in the fact that the coupling effect of
high-lying discrete states and the target continuum to the
states involved in the transition is accounted for by in-
cluding a large number of square-integrable pseudostates
in the close-coupling 1 correlation expansion of the
projectile–target collision system. In our RMPS model,
a total of seven S-states, seven P-states, six D-states,
and four F-states were strongly coupled. Of these states,
the lowest seven corresponded to the physical states
�3s, 3p, 4s, 3d, 4p, 4d, 4f�, another four states had ener-
gies below the ionization threshold, and the remaining
thirteen states represented the target continuum.

Note that the R-matrix method is ideally suited for
studying a large number of collision energies, due to
its efficiency in solving the coupled integrodifferential
equations in the interaction regime.

Figure 1 shows L� results for electron-impact excita-
tion �3s ! 3p� and deexcitation �4s ! 3p� of sodium
as a function of the scattering angle for various colli-
sion energies. Whereas reasonable agreement between the
experimental data and the theoretical predictions for the
excitation process can be achieved already with a simple

FIG. 1. Angular momentum transfer L� for electron-impact
excitation and deexcitation of sodium as a function of scattering
angle for various collision energies. The predictions from R-
matrix models (see text) are compared with experimental data
from Refs. [6,7] (±), [9] (3), and [10] (≤).
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three-state CC model (RM3), only the RMPS model is able
to reproduce the experimental data for the 4s ! 3p tran-
sition. The slow convergence of the CC models for the
latter case is consistent with the problems in the pertur-
bative DWB1 and DWB2 models found by Shurgalin et
al. [10,11].

A possible reason for these problems is illustrated in
Fig. 2, which shows the converged RMPS results together
with those obtained with a limited number of partial
waves. A surprisingly large number of partial waves is
required to describe the 4s ! 3p transition at the energies
of the Brisbane experiment— just to obtain a definite sign
for the result at small angles. (In fact, we cannot rule out
the possibility of a numerical artifact being the reason for
the dip in our results around 1±.) These partial waves
are strongly affected by long-range forces, particularly
the polarization of the target by the incident projectile.
Whereas approximately 98% of the dipole polarizability
of the 3s state (228 a3

0 in our calculation) comes from
the coupling to the 3p state, the theoretical polarizability
of the 4s state depends strongly on the details of the CC
expansion, ranging from 2345 a3

0 (RM3) to 13 600 a3
0

(RMPS). Although polarization effects are included to
leading order in the DWB2 approach, such a strong
coupling effect on the dominating partial waves suggests
that a perturbative treatment (though converged with the
number of partial waves) has not yet converged at the
second order of the interaction.

Figure 3 shows L� results for electron-impact excita-
tion �3s ! 3p� and deexcitation �4s ! 3p� of sodium at
fixed scattering angles of 10± and 20± as a function of the
collision energy. As in Fig. 1, we see the fast �3s ! 3p�
and slow �4s ! 3p� convergence of the results with the
number of states in the CC expansion. Clearly, the RMPS
results support the Andersen-Hertel propensity rule at
these small scattering angles and sufficiently low colli-
sion energies where the high partial waves are relatively
less important than at high energies. The Brisbane result
at 20± for 25.2 eV (c.f. Fig. 1) is indeed an exception to
the rule because of the high energy.

Figure 4 presents the full set of RMPS results for L�

as a function of scattering angle and collision energy for

FIG. 2. Partial-wave dependence of the L� results for
electron-impact excitation and deexcitation of sodium at small
scattering angles. The experimental data are from Ref. [10].
5256
electron impact. Up to angles of about 60± and energies
of nearly 20 eV, the propensity rule is quite well fulfilled.
For higher energies, however, including those at which the
Brisbane experiment was performed [10,11], the validity
range of the propensity rule diminishes quickly. The
above analysis suggests that the principal reason for this
finding is the dominant influence of partial waves with
high angular momentum that are strongly affected by the
projectile-target distortion.

Finally, we also performed 5-state CC calculations for
the two transitions of interest, induced by electron or
positron impact. The latter results were obtained with the
computer code of McEachran [24]. Because of the pos-
sible lack of convergence in the CC expansion and because
of the missing positronium formation channel (which,
however, is also neglected in the Andersen-Hertel argu-
ment), these preliminary results may be regarded as only
a qualitative indication. For a collision energy of 6.0 eV,
we found that the small-angle propensity rule worked, to
a limited extent, for positron-impact deexcitation of the
4s ! 3p transition. This is somewhat expected since, as
for the electron-induced 3s ! 3p transition, the projectile
charge, the energy transfer, and the attractive long-range
interaction all suggest a positive angular momentum trans-
fer at small scattering angles for this case.

In conclusion, we have carried out a comprehensive
study of the Andersen-Hertel propensity rule for the angu-
lar momentum transfer L� in low-energy electron-impact
excitation and deexcitation. Convergent RMPS calcula-
tions for the 3s ! 3p and 4s ! 3p transitions in sodium
show excellent agreement with the experimental data and
support the validity of the propensity rule for low energies
in an angular range where (i) partial waves with high angu-
lar momenta do not dominate the outcome of the collision,
and (ii) the penetration of the target electron cloud by
the projectile is insufficient to exhibit the rapidly varying
angular dependence of the results. Furthermore, even if

FIG. 3. Angular momentum transfer L� for electron-impact
excitation and deexcitation of sodium at scattering angles of
10± and 20± as a function of energy.
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FIG. 4. 3D and contour plots of the RMPS results for L�

for electron-impact excitation and deexcitation of sodium as a
function of scattering angle and collision energy.

high-� partial waves dominate the collision, perturbation-
based approximations are likely to face convergence
problems in the description of transitions between highly
polarizable states. Finally, it is hoped that the present
study will stimulate further work on positron-induced
transitions for which the positronium formation channel
adds additional complexity to the problem.
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