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Coherent Soft-X-Ray Dynamic Light Scattering from Smectic-A Films
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We have used coherent soft-x-ray dynamic light scattering at the Bragg peak to measure the ther
driven layer fluctuations in freely suspended films of five different smectic-A liquid crystals: 4O.8, 7O.7,
8CB, 8OCB, and 10OCB. The measured relaxation times at a scattering wave vector correspo
to the interlayer spacing (2pq21 ø 30 Å) ranged from 2 to60 ms for films from 4 to 50 mm thick.
Thus, we have achieved the same time resolution as conventional laser dynamic light scatterin
with 100 times higher spatial resolution. [S0031-9007(98)08149-6]

PACS numbers: 61.30.–v, 42.25.Kb, 61.10.Eq
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How can we study the thermally driven fluctuations o
molecules? Can we use the x-ray analog of convention
laser dynamic light scattering? By providing coheren
light, the laser revolutionalized infrared, visible, an
ultraviolet optics. What will be the impact of the new
coherent x-ray sources? More specifically, what will w
learn using dynamic light scattering (DLS) with coheren
x rays? These questions are currently being addresse
the hard-x-ray regime [1–4]. In this Letter, we show tha
we can use thesoft-x-ray analog of laser light scattering
to study the thermally driven layer fluctuations of th
molecules in a smectic-A (SmA) liquid crystal film, and
that we can obtain the same time resolution (about1 ms)
as conventional laser light scattering, but with 100 time
better spatial resolution.

The recent hard-x-ray experiments have been used
study fluctuations on time scales from tenths of a seco
to hours using x-ray wavelengths near 1 Å [1–4]. W
have chosen to develop soft-x-ray DLS, with wavelength
in the range10 to 100 Å, in order to study microsecond
fluctuations, for the following two main reasons: (1) So
x rays have sufficiently small wavelengths for the study o
systems where the length scales of interest are molecu
sizes as opposed to atomic sizes, and (2) a soft-x-r
source can provide more coherent flux than a hard-x-r
source of equivalent brightness. The available cohere
flux from an incoherent source, such as a synchrotr
source, is given by [5]

Icoh ­ B

µ
l

2

∂2µDE
E

∂
. (1)

HereB is the spectral brightness,l is the wavelength, and
DEyE is the energy resolution. Since all third genera
tion hard-x-ray and soft-x-ray sources are of comparab
brightness [6], this implies that at our soft-x-ray wave
length,l ­ 44 Å, as compared with a hard-x-ray wave
length, l ­ 1 Å, we can get about442 ø 1900 times
more coherent x-ray flux with the same fractional energ
resolution.

Our experiments were performed using the undulat
Beamline 7 at the Advanced Light Source at Lawrenc
0031-9007y99y82(4)y755(4)$15.00
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Berkeley National Laboratory. In Fig. 1, a schematic
our experiment is given, showing the undulator sour
monochromator, beam line optics, and our vacuum cha
ber. Between the undulator source and our end s
tion, the beam passes first through a spherical grat
monochromator (DEyE ø 1024), and then through beam
line optics consisting of focusing mirrors and a multilay
reflector. The multilayer reflector, with10% reflectivity,
was used to direct the beam away from the beam lin
permanent end stations and towards our experiment. S
tially coherent soft x rays were generated by passing
incoherent beam through a double pinhole spatial filter
cated within our vacuum chamber. The coherent be
was then scattered from a freely suspended SmA film in
the Bragg geometry. The Bragg reflected light, produc
by the layered structure of the liquid crystal, and the tran
mitted beam were monitored by separate detectors.

In order to perform a coherent scattering experime
the following two conditions must be met: (1) The inc
dent beam must be spatially, or transversely, coherent,
(2) the maximum path length difference introduced by t
scattering medium must be less than the longitudinal
herence length. The first condition is satisfied by choo
ing pinhole diameters and separations which satisfyP2 ­
lLy2P1, whereP1 andP2 are the diameters of the first an

FIG. 1. Schematic of the experiment showing the major be
line components (including the undulator source, spheri
grating monochromator, and beam line optics) and our vacu
chamber end station (containing the double pinhole spa
filter, liquid crystal film, and detectors).
© 1999 The American Physical Society 755
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second pinholes,L is the distance between them, andl is
the wavelength. In our experimentP1 ­ P2 ­ 35 mm,
L ­ 37 cm, andl ­ 44 Å. Light coming out of the sec-
ond pinhole is then spatially coherent with a transver
coherence length equal to35 mm. The transverse coher-
ence of the beam was directly verified experimentally b
measuring and quantitatively fitting the Airy pattern ob
served when the sample was removed. The longitudi
coherence length islsEyDEd ø 44 mm. The maximum
path length difference in the Bragg scattering geome
is approximately2m21 sinsuBd, where m is the absorp-
tion coefficient of the sample, anduB is the Bragg angle.
In our experiments,m21 ø 5 mm, and uB ø 50±. This
gives a maximum path length difference of about8 mm,
well below the maximum allowed path length differenc
of 44 mm. After the multilayer was installed, our typica
coherent fluxes were3 3 108 photonsysec. Note that this
is about103 times less than that predicted by Eq. (1) du
to the losses in the beam line optics, monochromator, a
multilayer reflector. If it were not for the20003 increase
provided by the use of soft x rays, we could not have do
our experiments. The solution to this problem of loss
is the same as that eventually arrived at by the hard-x-r
scatterers: to eliminate the beam line optics [3].

The freely suspended SmA film was held in a tempera-
ture controlled oven which was mounted on a rotation ax
A pass hole in the oven allowed the transmitted beam
be monitored with a detector downstream of the samp
This allowed us to continuously monitor the intensit
noise in the incident beam. The Bragg reflected light w
measured with a detector located 35 cm below the samp
near 2u ­ 100±. Since all of the SmA materials we
studied have layer spacings near30 Å, the Bragg angle was
nearly independent of the specific liquid crystal. A50 mm
pinhole was used in front of the Bragg detector so tha
single coherence area of the scattered light was collect
In our detectors we used yttrium aluminum perovski
doped with cerium (YAP:Ce) scintillators to convert th
soft x rays into ultraviolet light, which was then detecte
by a photomultiplier tube (PMT). Using a calibrated sof
x-ray photodiode, we measured the quantum efficien
of our detector to be about50%. YAP:Ce was chosen
because of its fast scintillation decay (25 ns for YAP:C
versus 300 ns for NaI:Tl), and also because its light outp
(about25% of NaI:Tl) was large enough to give us good
quantum efficiency without giving us multiple counts fo
each soft-x-ray photon detected. The detector outp
were amplified, discriminated, and fed into a two-chann
logarithmic time base, digital correlator. This correlato
calculated the time autocorrelation function of both th
scattered and the transmitted intensities in real time. Th
correlation functions were then fit to the form shown i
Eq. (2) below. Our count rates on the Bragg peak we
typically about106 detected photons per second.

An example of our raw data is shown in Fig. 2
Figure 2a compares the measured intensity-intensity c
relation function of the scattered beam (thick line) wit
756
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that of the transmitted beam (thin line). Both correlatio
functions show afterpulsing effects at times faster th
1 ms, intensity noise due to the pulsed nature of th
electron storage ring in the range from about1 10 ms,
and slower, periodic intensity modulations with period
of several tens of milliseconds resulting from addition
intensity and angle noise in the incident beam. Figure
shows the corresponding normalized curve, calcula
by dividing the scattered correlation function by th
transmitted correlation function. The transmitted beam
composed mainly of unscattered light, and consequen
it should not show the liquid crystal fluctuations, but
should show the correlated intensity noise in the incide
beam. The normalization divides out the correlate
intensity noise in the incident beam, leaving only th
contribution from the thermally driven liquid crystal laye
fluctuations. Note that this normalization works well i
the time range from about1 ms to 1 ms. Afterpulsing
effects presently limit us to times slower than about1 ms.
This is also the limit for conventional laser light scatterin
using PMTs which exhibit afterpulsing. Also note tha
part of the slower periodic noise is not normalized. W
attribute this to angle noise in the incident beam which
converted into intensity noise in the scattered beam due
the angular selectivity of the Bragg reflection. Present
this lower frequency noise limits us to times faster than
few milliseconds.

Both the normalized and the unnormalized scatter
intensity-intensity correlation functions are fit very we
by the exponential form

kIstdIs0dl ­ B 1 A exps2tytd . (2)

Here, the angular brackets indicate the time average,
the three parameters (the decay timet, the amplitudeA,
and the base lineB) were varied in our nonlinear leas

FIG. 2. Comparison of the measured intensity-intensity cor
lation function before and after normalization. (a) The unno
malized correlation functions of the scattered (thick line) an
transmitted (thin line) beams. (b) The normalized correlati
function calculated by dividing the scattered correlation fun
tion by the transmitted beam correlation function. The dott
line is a fit to Eq. (2).
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squares fits. The decay timest were found experimen-
tally to vary both with the liquid crystal material and with
the thickness of the film. The amplitudeA varied with
the level of coherence and with the scattering wave ve
tor. The base lineB varied with the amount of angle noise
in the beam and was not under our control.

For films thicker than about20 mm, the soft-x-ray
transmission was so low that we could not measure t
transmitted beam. In these cases, we fit the unnormaliz
Bragg intensity-intensity correlation function directly. In
order to test for systematic errors resulting from the u
normalized synchrotron bunch noise (in the time ran
1 10 ms), we fit both the normalized and the unnorma
ized data whenever possible. However, we found that o
fits to the unnormalized Bragg correlation functions gav
results indistinguishable from our fits to the normalize
correlation functions. This is because the noise added
the ring bunches is very regular and because it is sm
over much of the range of fitting data. All of the result
reported here are from fits to unnormalized correlatio
functions in order to apply the same analysis techniq
to all of our data. We have described our work with no
malization because we believe that it will become mo
important at faster times than we have measured in o
present experiment. Faster times will be accessible in
ture experiments using raw undulator light and low afte
pulsing photomultipliers.

Our main experimental results are summarized in Fig.
where we plot the measured decay time vs the measu
film thickness for the five liquid crystals that we studied
Note that there is an obvious linear dependence of t
decay time on the film thickness. Each film thickness w
determined by measuring the soft-x-ray transmission of t
film and then converting the transmission to a thickne
using the absorption coefficients for the liquid crysta
as calculated using the on-line program available at t
Center for X-Ray Optics website [7]. The experiment
uncertainties are dominated by the uncertainty in t
absorption lengths, which is due to the uncertainties
the photon energy and the liquid crystal density. Th
uncertainty in the absorption length translates into a10%
uncertainty in the film thickness measurements.

The detailed microscopic theory for our results has be
reported elsewhere [8]. In general, the dynamics depe
on the layer compression modulusB, the layer bending
rigidity K, the surface tensiong, and the layer sliding
viscosity h3. However, simple arguments and the de
tailed calculations presented in Ref. [8] both show tha
for our present experiment, the equations of motion c
be simplified considerably. Because we are making o
measurements centered on the Bragg peak, we are m
sensitive to fluctuations with a transverse waveleng
equal to our transverse x-ray coherence length,35 mm.
For these fluctuations, the bending rigidity terms can
neglected because they are small, and the layer comp
sion terms can also be neglected because the compres
stiffness is so large that the simple approximation that
c-
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FIG. 3. Plot of decay time versus film thickness for the liqu
crystals studied in this experiment. The measured stand
deviations are about1 ms for the decay times, and about1 mm
for the thicknesses. The straight lines are fits to the theoret
predictions given by Eq. (3).

the layers move together is valid. In this limit, the di
persion relation leads to the following form for the dec
time of the modes:

t ­

√
h3

2g

!
L . (3)

Here, L is the thickness of the film. Note that th
decay time is independent of the transverse wave num
of the fluctuations. We point out that although th
fluctuations we detect are dominated by those with
transverse wavelength near35 mm, the parallel (along
the layer normal) component of the momentum transfe
2pyd ø 2 3 106 cm21. This wave vector is about 100
times larger than that accessible with laser DLS. If t
layers were fluctuating independently, we would meas
a deviation from Eq. (3) due to the contribution from th
layer compression modes. Consequently, our experim
demonstrates that the layers are moving together.

The complete theoretical calculation of the Bragg pe
intensity-intensity correlation function that we have me
sured is very difficult because it involves the numeric
evaluation of a complicated 10-dimensional integral f
every delay time [8]. So, instead, in order to estimate t
correlation function and relate it to the theory discuss
above, we did a simple Monte Carlo (MC) simulatio
of the equation of motion derived in Ref. [8]. Our MC
simulations show that the thermally driven fluctuatio
in the film cause the scattered Bragg intensity to hav
small, fluctuating component, in addition to a large sta
component. The small fluctuations in the Bragg intens
are due to fluctuations in the film which have a tran
verse wavelength equal to our transverse x-ray cohere
length,35 mm. The autocorrelation function of the simu
lated Bragg peak intensity is of the form given in Eq. (2
and the decay time is given by Eq. (3).
757
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To analyze our results, we fit the data shown in Fig.
to Eq. (3). Our data clearly show the linear dependence
decay time vs thickness that is predicted by theory. To t
the theory more completely, independent measurement
the layer sliding viscositiesh3 must be made. However
if we assume that the theory is correct, which is consiste
with the linear dependence of the decay time on the thic
ness, we can calculateh3yg values for each of the five
liquid crystals studied in this experiment. The results a
shown in Table I. The top two rows of the table conta
our data for the two monolayer smectics we studied (4O
7O.7), and the bottom three rows contain our results for
three bilayer smectics we studied (8CB, 8OCB, 10OCB
For all but one of the liquid crystals in this study, the su
face tensiong is known [9], and so we can calculate th
layer sliding viscosityh3. For 10OCB, we could not find
any measurement of the surface tension in the literature
we estimatedh3 for 10OCB by using the fact that many
similar bilayer SmA liquid crystals have a surface tensio
of about 27 dynycm [9]. In the case of 8CB, we were
able to find two previous measurements of the layer slidi
viscosity which used two different experimental metho
[10,11]. The results from these experiments are the f
lowing: (1) 1.0 6 0.2 poise at28 ±C for Ref. [10], and (2)
1.2 poise (uncertainty unreported) at30 ±C for Ref. [11].
These independent measurements are in excellent ag
ment with our own value of1.0 6 0.1 poise measured
at 27.9 ±C.

In conclusion, our experiment demonstrates the util
of soft-x-ray DLS in studies of microsecond fluctuation
on molecular length scales. The use of the Bragg peak
concentrate all of the counts into one “spot” in reciproc
space makes the study of microsecond fluctuations poss
with an input intensity of only3 3 108 photons per second.
We are studying time scales as fast as most visible lig
DLS. We have also shown that normalization can be us
to eliminate the pure intensity noise due to the inhere
pulsed nature of synchrotron beams. Our experimen
a step toward the wonderful possibilities offered by fas
time x-ray DLS, which promises direct access to th
dynamics of condensed matter and biological systems
time and length scales not readily accessible with any ot
techniques.

In our future work we intend to study the undulatio
modes of smectics by measuring the fluctuations in t
scattering away from the Bragg peak. It is the dive
gence of the thermally excited amplitude of the undul
tion modes which leads to the destruction of the long-ran
order in this system—as was first predicted theore
cally by Caillé [12], and later confirmed in a numbe
of elegant incoherent x-ray scattering experiments [1
15]. In our studies, we will measure the time scal
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TABLE I. Summary of our experimental results. The firs
column lists the liquid crystal (LC) material. The secon
column shows the values derived from the slopes of fits to da
shown in Fig. 3. The known values for the surface tensio
g are given in column three. Theseg values are used to
calculate the layer sliding viscosityh3. The fifth column gives
the temperature at which the data was taken.

LC h3yg ssecymd g sdynycmd h3 spoised T s±Cd

4O.8 1.85 6 0.19 21.0 0.39 6 0.04 54.5
7O.7 1.07 6 0.11 21.0 0.22 6 0.02 75.5

8CB 3.82 6 0.40 26.5 1.0 6 0.1 27.9
8OCB 2.28 6 0.23 27.0 0.62 6 0.06 58.1
10OCB 1.69 6 0.17 (27) (0.46) 64.1

of these same fluctuations. This work will be mad
possible by two simple technical improvements: (1) in
creasing our coherent flux by 1000 times by using the ra
light from an undulator (thus avoiding the losses in th
beam line optics), and (2) improving our time resolutio
to tens of nanoseconds by using low afterpulsing PM
and a faster digital correlator.
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