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A simple model for the formation of a complex organism is introduced. Individuals can communic
and specialize, leading to an increase in productivity. If there are limits to the capacity of individua
communicate with other individuals, the individuals form groups that interact with each other, lead
to a complex organism that has interacting units on all scales. [S0031-9007(99)09463-6]

PACS numbers: 02.50.Le, 05.45.Df, 05.70.Ln, 87.10.+e
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During the past years, physicists have begun to stu
complex systems like evolution, ecological systems, h
man civilization, and economics. The models introduce
for this purpose are usually composed of units that i
teract according to a simple rule and produce a com
plex large-scale behavior. While these models are s
far from a realistic description of the details of the sys
tems under study, they are capable of reproducing so
of their essential features. Thus, toy models for evolutio
can give rise to a power-law size distribution of extinctio
events [1–4], models for ecological webs generate se
eral trophic layers of species [5,6], models for urban d
velopment produce a power-law size distribution of citie
[7–9], and models for stock exchange [10] and compa
growth [11] show the scaling behavior characteristic fo
those systems.

Most of these models focus on one organizational lev
like the formation of cities from interacting individuals,
or the formation of food webs from interacting species o
variable abundance. However, one important character
tic of complex organisms such as life on earth or huma
civilization is that they have interactions between uni
of various sizes. Thus, a biotope consists of several
teracting species, a species of interacting individuals, a
individuals of cells. Human civilization is structured into
countries, which consist of cities, which consist of smalle
units like quarters and families, etc.

Phenomena of aggregation and clustering are wid
spread even in inanimate nature. Thus, atoms may fo
stable clusters that preserve their identity when aggreg
ing to build a quasicrystal [12]. Aggregation in colloids
and aerosols can be successfully described using hie
chical models where clusters are repeatedly joined to fo
larger clusters [13]. Finally, on a cosmical scale intera
tions between galaxies within galaxy clusters are impo
tant for understanding the features of these clusters [14

It is the purpose of this paper to introduce a mod
that produces a complex organism with interacting uni
on various organizational levels. Rather than trying
model a specific system in some detail (which is don
in [15]), we choose a model that contains the essent
ingredients in the simplest possible form. The first o
these ingredients is the capability of structural units
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interact or communicate and to specialize or differentiat
thereby increasing a quantity that is called “fitness
in biology or “utility” in economics, and that will be
called “productivity” in this paper. This capability is
acknowledged by biologists [16] as well as by author
that adopt an evolutionary view of economics [17,18
and societies [19]. Communication and differentiatio
alone, however, do not yet lead to several levels
organization. They simply lead to one large group o
specialized individuals that has a high productivity. W
have to take into account that the size of the group
is restricted due to the limited capacity of individuals
to communicate and to travel. This restriction naturall
leads to hierarchical structures with several organization
levels, as, for example, in the central place theory o
human geography [20]. The reason is that as so
as several groups exist, these groups can communic
with each otheras groups. In a human society, for
instance, messengers are sent back and forth, roads
built, and goods are traded that an independent individu
could neither produce nor make use of. This leads to
certain degree of specialization among groups, and to
further increase in productivity. This argument can now
be iterated by noticing that groups have also a limite
capacity to communicate or to interact. One then obtai
supergroups and groups of supergroups, etc.

Taking the above-mentioned basic ingredients in
account, we define our model in the following way: Le
P1snd be the productivity of a group ofn individuals, and
let P1s1d be negligible. For smalln, the productivity of
a given member increases with the number of partne
with which it can communicate, the simplest analytica
form being a linear law with a parameterg1 that is
the productivity per group member and communicatio
partner. For largern, the cost of communication must
increase faster than this, and we may choose

P1snd ­ g1nsn 2 1d 2 c1n2sn 2 1d , (1)

with c1 ø g1. Such a law would, e.g., result if the
communication cost was proportional to the number o
partners and to the distance to each partner, and
the group extension grew linearly inn. The index 1
indicates that the parameters are associated with the fi
© 1999 The American Physical Society
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organizational level. The optimum group size, for whic
the productivity per individual is largest, isn ­ sg1 1

c1dy2c1. The maximum possible group size, for whic
the productivity is not yet negative, isn ­ g1yc1. The
group size, above which a split into two independe
groups of sizeny2 increases the productivity, isn ­
2sg1 1 c1dy3c1. For unequal splits, the productivity is
smaller.

Now let us introduce interaction between group
When the productivity of a partner group is larger, th
gain g2 per group member due to interaction with thi
partner will also be larger. Also, a larger group will pu
more energy into communication. We may therefo
write for the total productivity of a “supergroup” consist
ing of I interacting groups

P2snd ­
IX

i­1

P1snid 1 g2

X
ifij

niP1snjd

2 c2IsI 2 1d
IX

i­1

ni . (2)

The generalization to higher levels of organization
straightforward.

The parametersg2 andc2 must lie within certain limits
for the model to be meaningful. The productivity of
supergroup that consists of only two interacting groups
ideal size (i.e.,I ­ 2), should be of the same order o
magnitude as the productivity of two independent ide
groups, leading tog2 . c1yg1. The parameterc2 should
not be much larger thang2

1yc1I, if P2 shall be positive for
supergroup sizesI.

For the subsequent calculations we assume that
parameters are such that group and supergroup s
n, I, etc., are large, andn 2 1 and I 2 1 can be
replaced byn and I, making the analytical expressions
simpler. The first term on the right-hand side of Eq. (2
can also be neglected, since it is by a factor1yI
smaller than the second term. Furthermore, since
productivity of interacting groups of equal size near th
optimum size is larger than the productivity of interactin
groups of different sizes (given the same total numb
of individuals), we assume that all groups, supergroup
etc., have approximately the same size. This is a ki
of mean-field approximation. For a fixed total numbe
of individuals, N ­

PI
i­1 ni, the optimum number of

groups is then obtained from the conditions≠P2y≠IdN ­
0, leading to

2g1g2N2I 1 2g2c1N3 2 2c2I4 ­ 0 .

For N ø g4
1g2yc3

1c2, the last term can be neglected
leading toI ­ 2c1Nyg1, implying that the mean group
size n̄ ­ NyI is given by the optimum group size.
However, whenN and I become larger, the last term
becomes important, and the mean group size increases

The optimum values ofN and I for supergroups
are found from the conditionss≠P2y≠IdN ­ 0 and
f≠sP2yNdy≠NgI ­ 0, leading to N ­ 2g1Iy3c1 and
h
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I ­ 2g3
1g2y27c2c2

1. The size of a group within an
optimum supergroup is thus4y3 times the optimum size
of an isolated group. The number of groups within
a supergroup is of the same order as the number
individualsn within a group, ifc2 is of the order of0.1g1.
(Here, we used the previously derived condition thatg2 is
of the order ofc1yg1, or 1yn.)

Next, let us estimate how the total productivity in-
creases as a function ofN . The productivity of a group
of orderk has the form

Pk ­ gkI2
k Ik21Pk21 2 ckIk21I3

k .

Here, I1 is the number of individuals in a group,I2 the
number of groups in a supergroup,I3 the number of su-
pergroups in groups of supergroups, etc. The total pro
ductivity, divided by the total number of individualsN ­
I1I2 · · · Ik , is therefore of the order ofg1g2 · · · gkN2yIk.
All Ik are of the same order, ifg2 to gk are of the order
c1yg1, and theck are of the orderg2k23

1 yc2k24
1 . Then,

Pk is of the orderg1N2, which is comparable to the pro-
ductivity of a single large group that has no communi-
cation cost. The formation of a complex structure with
groups and interactions at all levels is a very efficient wa
of keeping the total communication cost low. This bear
some similarity with the formation of networks of rivers
or blood vessels, where a hierarchical structure optimize
the drainage of water or the supply with oxygen and nu
trients at a minimum cost for transport [21,22].

So far, we have discussed mainly systems where the pr
ductivity is globally optimized. However, a realistic sys-
tem cannot probe all possible configurations in order to fin
the optimum, and furthermore it is not likely to make rear-
rangements that require the breaking and reconstruction
a large number of connections. As individuals are adde
the growth of a complex organism will follow pathways
that increase the productivity without going over large
“barriers,” i.e., through large rearrangements. It can be ex
pected that there exists a variety of different growth rule
that, although they do not globally optimize productivity,
lead to a complex organism of high productivity. The fol-
lowing three examples for explicit growth rules, and the
numerical results (see Figs. 1–3) illustrate this: The pa
rameters are for all simulationsg1 ­ 1, c1 ­ 0.1, g2 ­
0.4, c2 ­ 0.2, g3 ­ 0.05, andc3 ­ 0.01. They are cho-
sen such that the group and supergroup sizes are small
order to facilitate the graphic representation of the growt
process. In the first simulation (Fig. 1), individuals are
added to a group as long as this increases the productiv
of the group. Many isolated groups are formed simultane
ously. Then, groups start communicating with each othe
and aggregate to supergroups. Supergroups grow until t
addition of further groups no more increases the produc
tivity of the supergroup. Then, supergroups start to aggre
gate. We also allow groups that are part of a supergroup
grow further if this increases the productivity of the super
group. For the parameters used in the simulation, group
5145
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FIG. 1. Growth of the system for the first set of rules. Th
size n of groups is indicated by the numbers in the sma
circles. The large circles delimit supergroups. The p
rameters are g1 ­ 1, c1 ­ 0.1, g2 ­ 0.4, c2 ­ 0.2, g3 ­
0.05, andc3 ­ 0.01.

start to aggregate at size 5 and grow during aggregat
further up to size 7. When isolated supergroups reach
size 13, they start communicating with each other to for
groups of supergroups. The simulation was stopped at t
stage to allow for an easy graphical representation of t
result. If it was continued by adding more individuals, se
eral supergroups would form and aggregate to even lar
units, etc., thus producing an even higher hierarchy of o
ganizational levels.

In the second simulation (Fig. 2), we grow a comple
organism by adding individuals to it. We do not as
sume that other groups are formed elsewhere that can l
get in touch with each other. We allow that individual
move to other groups, if this increases the productivit
Thus, when a new individual is added, it may either jo
one of the groups, or another individual that is part of
group may join the newly added individual to open a ne
group, if this increases the productivity. Once a ne
small group is started, further individuals from large
groups can join it and increase the productivity furthe
This happens for the parameters used in the simulatio
when the 6th individual is added. Similarly, we allow
group to split off a supergroup to open a new supergro
(this can be seen in Fig. 2 forN ­ 42 andN ­ 168), and
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FIG. 2. Growth of the system for the second set of rules.

we allow groups to move from one supergroup to anoth
if this increases the productivity (see, e.g., the step fro
N ­ 42 to N ­ 43 in Fig. 2). Thus, all moves of single
units (individuals, groups, etc.) are allowed that increa
the productivity.

In the third simulation (Fig. 3), we also grow a singl
organism by repeatedly adding individuals to it. As soo
as this increases the productivity, the initial group spli
into two groups of equal size (this happens in Fig. 3 f
N ­ 6). Further individuals are added, until it become
favorable to perform a reconstruction into three grou
of equal size, etc. As the number of groups increases,
cluster of groups splits into two supergroups of equal siz
as soon as this increases the productivity (atN ­ 38 in
Fig. 3), etc. Among the three rules, the last rules produ
the system with the highest productivity, since it allow
for the largest rearrangements.

The three sets of rules together illustrate the many po
sible dynamical pathways that can lead to the formati
of a complex organism. This indicates that the form
tion of a complex organism is a generic phenomen
that can occur under fairly general conditions. The ma
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FIG. 3. Growth of the system for the third set of rules.

requirements are that communication increases the p
ductivity, and that the cost of communication exceeds t
benefit if too many units are involved. The specific ex
pressions Eqs. (1) and (2) were chosen for their simplicit
however, many other forms of the productivity function ar
possible.

The model discussed in this paper assumes that
individuals and groups are essentially equal. This
expressed, e.g., by the fact that the parametersck and
gk are the same for all groups. One can expect that
release of this restriction will still lead to the formation o
a complex organism. Also, the parameters of a compl
organism may change with time, which should not destro
the complexity either.

The model presented here does not explicitly take in
account that a sufficiently large density of individuals is re
quired for group formation to occur. In the simulations,
was simply assumed that enough individuals are around
being born) for growth to continue. It would be straightfor
ro-
he
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e
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it
(or
-

ward to include an explicit dependence on distance in th
communication cost, and to allow for the motion of indi-
viduals in space. These spatial degrees of freedom we
not considered in the present model to make the bas
mechanism for the increase in complexity more trans
parent.

In spite of its simplicity, this model agrees with recen
results for complex ecological webs [6]. Explicit models
for the interaction between several species show that t
web becomes stable if there is a sufficient number of wea
links. This condition is naturally satisfied by the mode
presented in this paper, since each individual interac
strongly only with the individuals in the same group, bu
weakly with the rest of the system through links betwee
groups.
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