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Saturation of Phase Breaking in an Open Ballistic Quantum Dot
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A variation in the saturated phase-breaking time in a ballistic quantum dot is found to occur as
size is varied. This variation differs from that observed earlier, in which a transition from quasi-tw
dimensional to zero-dimensional behavior was thought to occur. Instead, these results suggest th
saturated phase-breaking rate is governed by a change in thetotal number of electronswithin the dot. At
higher temperatures, the phase breaking is governed by coupling to the quantum wire leads, andtf may
show theT22y3 variation expected for a one-dimensional wire due to the electron-electron interactio
[S0031-9007(99)09335-7]

PACS numbers: 73.23.Ad, 72.20.– i, 73.50.–h, 85.30.Vw
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One of the key parameters for the observation o
quantum interference effects in mesoscopic systems is
phase-breaking timetf. In addition to internal processes,
the coupling of a quantum system to its environmen
causes phase randomization of the electron wave functio
There have been many measurements of this importa
phase-breaking time in diffusive mesoscopic structure
such as quasi-two-dimensional systems and quantu
wires. The accepted theories of phase breaking in on
and two-dimensional diffusive systems at low tempera
ture have been confirmed by numerous experiments [
However, there have been relatively few reported studi
of phase breaking in zero-dimensional structures. Futhe
more, there is no accepted theory for phase breaking
these systems. A troublesome characteristic of nea
all experimental studies of phase breaking in mesoscop
systems is the saturation of the phase-breaking time
T ! 0. The origin of this saturation is the subject of de
bate, and many different theories have been proposed
an attempt to explain the experimental observation [2–4

Recently, the phase-breaking time has been measu
in ballistic quantum dots which were coupled to thei
environment through open, or nearly open, quantu
point contacts that opened abruptly to a two-dimension
electron gas (2DEG) [5–8]. In these experiments,
saturation of the phase-breaking time at low temperatur
was found, with a decay at higher temperatures genera
of the form ofT21. The transition temperature between
the low temperature saturation and the decay at high
temperatures was related to the mean-level separati
with saturation arising for

kBT , D ­
p h̄2

mpA
, (1)

where A is the area of the dot. This behavior was
predicated upon the phase-breaking processes occurr
solely within the dot with a transition from quasi-two-
dimensional to zero-dimensional behavior at low temper
tures, as the discrete level spacing in the dot is resolv
[7,8]. We return to this point below, but a completely
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different behavior is observed in our dot, where we fin
no evidence for a 0D to 2D transition, and propose a ne
property for the phase-breaking process.

Here, we discuss the observation of a saturation
tf in an open quantum dot which is mediated by th
point contact leads, andcoupled to quantum wires. The
saturatedtf is found to depend on the nature of th
coupling between the dot and the wire, with the saturati
extending to temperatures much greater than the estima
mean-level spacing of the dot from (1). At highe
temperatures,tf is found to exhibit an apparentT22y3

behavior, which is consistent with the coupling of the d
to a one-dimensional quantum wire [9].

The device studied here has a self-aligned ga
which masks a shallow etch of high mobility
Al0.3Ga0.7AsyGaAs heterojunction material. The gated
dot is defined by electron beam lithography to be0.8 mm
square with ,150 nm quantum point contact leads
positioned at either side. These leads open to quant
wires which gradually increase in width to2 mm, over
a distance of10 mm, before reaching a two-dimensiona
electron gas patterned into a Hall bar structure [the dev
structure is shown in the inset in Fig. 1(a)]. The wire
provide adiabatic coupling to the dot. The 2DEG ha
a carrier density of3.8 3 1015 m22 and a mobility of
30 m2yV s, as determined byin situ Shubnikov–de Haas
and Hall measurements. The device was mounted
good thermal contact to the sample post of a dilutio
refrigerator with a base temperature of 10 mK. Me
surements were taken in a two-terminal configuratio
using standard lock-in amplification techniques. Th
source-drain excitation was kept well belowkBT .

In this structure, the gate may have two effects. B
applying negative voltages, the density may be decrea
by standard vertical depletion of the 2DEG. At positiv
voltages, however, the measured density of the 2DE
saturates. With further increase of the (positive) ga
voltage, the equilibrium dot size is increased as surfa
depletion at the sides of the dot (created by the etchin
is decreased. In this way, the size of the dot and t
© 1999 The American Physical Society 4687
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FIG. 1. Estimated dot size for varying gate voltage is show
in (a). The insets of (a) illustrate the device structure of
quantum dot coupled to quantum wires. The white bar in t
lower right inset of (a) represents1 mm. Magnetoconductance
traces measured at (from top to bottom)VG ­ 0.64, 0.53, and
0.42 V are shown in (b).

width of the quantum point contacts can be uniform
varied without a change in electron sheet density. T
two-terminal magnetoresistance of the dot is measu
as a function of the gate voltage, and thus the s
of the dot and the width of the quantum point conta
leads can be estimated. The dot size dependence
gate voltage is determined from the Aharonov-Bohm-lik
oscillations at high magnetic fields [10]. In Fig. 1(a), w
plot the area of the dot over the range of gate voltag
of interest in this work. In Fig. 1(b), we show the
magnetoresistance measured for the three gate voltage
which the phase-breaking time is measured. The effect
width of the leads may be inferred from the estimated d
size (assuming uniform depletion) and the observed lin
change in conductance with gate voltage [11].

The measurement of the phase-breaking time is ba
on the magnetic field dependence of the magnetocond
tance fluctuations in quantum dots [7,12]. As the ma
netic field is increased, the cyclotron orbit becomes mu
smaller than the dot diameter, and a transition to edg
state transport occurs. Within the magnetic field range
this transition, the electron motion is increasingly confine
to the boundaries in skipping orbits [13]. This reduce
the effective area for coherent interference and in turn
4688
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creases the correlation field of the fluctuations. The r
sulting magnetic field dependence of the correlation fie
is then

BcsBd ­ 8p2mpByhk2
Ftf , (2)

where mp is the electron effective mass andkF is the
Fermi wave vector. From the linear dependence ofBc

on B, tf can be estimated. Using this technique, Birdet
al. [7,8] found phase-breaking times in split-gate ballisti
quantum dots comparable to that obtained by the mo
complicated analysis of Marcuset al. [5,6] in similar
experiments and to values found by Linkeet al. [14], also
using a different technique. All of these previous value
are comparable to the values found in the present stu
and reveal a saturation intf at low temperature, with a
transition temperature near the mean-level spacing.

The results of the phase-breaking time analysis for var
ing temperature and gate voltage are shown in Fig. 2(
In Fig. 2(b), the amplitude of the conductance fluctua
tions at low magnetic field is plotted. The amplitude o
the fluctuations continues to increase as the temperatur

FIG. 2. Estimated phase-breaking time (a) and amplitude
the fluctuations (b) as a function of temperature. For the ran
of dot size estimated for all gate voltages, the equivalent ran
of mean-level spacing is represented by a bar labeledD ­ kBT
in (a). A higher gate voltage results in a larger effective do
size and stronger coupling to the wires.
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lowered, which clearly shows thatthe saturation in the
phase-breaking time cannot be associated with a sat
ration in the sample temperature and instead is relate
to the intrinsic properties of the system.With varying
gate voltage, both the dot and leads may be affected,
though the overall conductance does not change by mo
thane2yh [Fig. 1(b)], which indicates that the lead-width
variation is relatively small, in that the width of the wire
at the contact is not varying nearly as much as the size
the dot. This is likely due to a much reduced effect of th
gate metal coupling to the wire in these narrow region
The estimated variation of the dot size for this range o
gate voltage is substantials0.65 0.75 mmd. A lower satu-
ratedtf is observed for a larger dot size, which is a re
sult of a higher (positive) gate bias. Above about 1 K, th
saturation is overcome by what appears to be aT22y3 de-
pendence. The transition is clearly at a higher temperatu
than the effective mean-level spacing for this range of d
size, where the latter is indicated in Fig. 2(a) by the ba
which is well below 1 K.

The fact that we report the results for a single sample
a concern, particularly as the specific impurity distributio
could be causing an effect. To address this, we ha
carried out three different illuminations of the sample
Each illumination does change the impurity distribution
and the ranges of dot size which can be probed by the g
voltage, but does not change the 2D density of carrie
In Fig. 3, we illustrate the manner in which these thre
sets of data adjoin one another to provide a relative
continuous variation with dot size. It is apparent tha
significant changes to the dot, caused by illuminatio
are not causing significant changes in the phase-break
time. This suggests that we are measuring the intrins
properties of the dot.

The lack of a dependence upon the mean-level sep
ration is significant. It could be that the broadening o

FIG. 3. Variation of the phase-breaking time with dot size a
base temperature of the fridge (,50 mK) for three different
illuminations of the dot (corresponding to the three symbols).
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the discrete levels in the dot,G, is much larger than ei-
therkBT or D. However, this would produce a relatively
uniform density of states, and a temperature dependen
would be expected from the thermal broadening of th
Fermi-Dirac distribution. This is not supported by the
constant value of the phase-breaking time. If a trans
tion atD ­ kBT were to occur, we would expect a large
transition temperature for smaller dots, according to (1
However, the data in Fig. 2(a) suggest the opposite, wi
the transition occurring at a lower temperature for small
dots. Indeed, one can ask why, in the earlier measu
ments [7,8], there is a variation of the two-dimensiona
phase-breaking time with dot size. Such a behavior
not consistent with accepted theory for phase breaking
two dimensions. Rather, we suggest that it is likely tha
the two-dimensional phase-breaking behavior is not o
curringwithin the dot, but in the 2DEG to which the dot is
coupled by the quantum point contacts, and the transiti
is related to a variation in the coupling through the quan
tum point contacts.

Recent experiments by Birdet al. [8] have shown that
tf may increase by more than an order of magnitud
as the conductance is reduced below2e2yh. It also
has been shown that the quantum point contact leads
a quantum dot play an important role in selecting th
available dot states for transport [15,16]. Basically, th
leads restrict the momentum of the incoming electron an
thus the coupling to the states in the dot. Here, we expe
that the coupling of the leads also mediates the phas
breaking process in the system. If the coupling is wea
(i.e., G , 2e2yh), the phase-breaking process in the do
is effectively decoupled from the rest of the system. I
the case of stronger coupling, the total phase-breaki
rate is likely to be determined by contributions from th
environment. We may express this behavior generally

1
tf

­
1

tf

Ç
dot

1
1

tf

Ç
wire

, (3)

which is a simple addition of phase-breaking rates. Th
system involves coherent transport from one lead, throu
the dot, to the exit lead. In this situation, phase breakin
can occur through a variety of channels both withi
and external to the dot. We presume in (3) that th
various strengths of these channels are moderated by
temperature and by the coupling through the quantu
point contacts. In the present study, the quantum po
contacts are, in fact, the entire quantum wire to which th
dot is coupled.

Saturation of the phase-breaking time has been co
monly observed in quantum wires. Recently this ha
been attributed tointrinsic quantum fluctuations arising
in either the electron-electron interaction [4] or the elec
tromagnetic environment [3]. However, both theoretica
and experimental estimates of this saturated level are w
above those we find here. Moreover, the dependen
4689
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upon the gate voltage also suggests a mechanism in
nal to the dot itself. The scaling of the saturatedtf

with dot area is further support for the introduction o
(3). The results of the scaling in Fig. 2(a) suggest that t
phase-breaking interaction is a function of thetotal num-
ber of electronsN ­ nA within the dot, as the density
n is fixed for these data and only the areaA is changed.
The electron-electron interaction actually is best viewe
as the interaction with the collective modes of thefixed
number of electrons within the dot, rather than just tho
few carriers within an isolated energy level of the quan
tized dot. In this view, there is no dependence uponD

and that is consistent with the data in Fig. 2(a). Th
view is also consistent with the temperature decay of t
phase-breaking time above the transition, which is th
expected in a quasi-one-dimensional quantum wire [9
although a note of caution should be expressed here. T
data in Fig. 2(a) suggest aT22y3 behavior, but there is
not really sufficient data here to fully determine this fit
This is supported by one of the common theoretical trea
ments for phase breaking in a quantum wire [9], but th
temperature and wire parameters are such that other me
anisms may be more important. More work is nece
sary to confirm this relationship. To be sure, there is n
currently accepted theory for the phase-breaking proce
in zero-dimensional structures, and the results presen
here, along with those of Refs. [5–8], provide importan
constraints on such a theory.

In conclusion, we observe a variation in the saturate
phase-breaking time in a small ballistic quantum do
as the size is varied. This variation is different from
that observed earlier, which was ascribed to a transiti
from quasi-two-dimensional behavior [7]. It is suggeste
that the behavior observed here is brought about
the leads of the ballistic quantum dot which mediat
the interaction with the environment. The change
temperature dependence is ascribed to a transition fr
phase breaking solely within the dot to phase breakin
in the coupled system. The saturation in this case isnot
attributed to broadening of the states in the dot, and t
overall rate varies with thetotal number of electronsin
the dot. At higher temperatures, the system is govern
by the coupling of the quantum wire leads, which appea
4690
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to show thetf scaling of T22y3 expected for a high
mobility one-dimensional structure due to the electron
electron interaction.
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