
PHYSICAL REVIEW

LETTERS

VOLUME 82 12 APRIL 1999 NUMBER 15

nergy
rocess

ically
success
c hard
Stochastic Tunneling Approach for Global Minimization
of Complex Potential Energy Landscapes

W. Wenzel and K. Hamacher
Institut für Physik, Universität Dortmund, D-44221 Dortmund, Germany

(Received 2 November 1998)

We investigate a novel stochastic technique for the global optimization of complex potential e
surfaces that avoids the freezing problem of simulated annealing by allowing the dynamical p
to tunnel energetically inaccessible regions of the potential energy surfaces by way of a dynam
adjusted nonlinear transformation of the original potential energy surfaces. We demonstrate the
of this approach, which is characterized by a single adjustable parameter, for three generi
minimization problems. [S0031-9007(99)08916-4]

PACS numbers: 02.70.Lq, 02.50.Ey
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The development of methods that efficiently determi
the global minima of complex and rugged energy lan
scapes remains a challenging problem with applicatio
in many scientific and technological areas. In partic
lar, for NP-hard [1,2] problems, stochastic methods off
an acceptable compromise between the reliability of
method and its computational cost, which scales only
a power law with the number of variables [3] (for a fixe
probability to locate the true minimum). In such tec
niques the global minimization is performed through t
simulation of a dynamical process for a “particle” on th
multidimensional potential energy surface. Widely us
is the simulated annealing (SA) technique [4], where
potential energy surface (PES) is explored in a series
Monte Carlo (MC) simulations at successively decre
ing temperatures. Its success often depends strongly
the choice of the cooling schedule, yet even the simp
geometric cooling schedule is characterized by three
rameters (starting temperature, cooling rate and num
of cooling steps) which must be optimized to obtain a
equate results. For many difficult problems with rugg
energy landscapes, SA suffers from the notorious “fre
ing” problem, because the escape rate from local mini
diverges with decreasing temperature. To ameliorate
problem many variants of the original algorithm [5–7
have been proposed, often at the expense of introdu
additional parameters.
0031-9007y99y82(15)y3003(5)$15.00
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In this Letter we investigate the stochastic tunneli
method, a generic physically motivated generalization
SA. This approach circumvents the freezing proble
while reducing the number of problem-dependent param
ters to one. We demonstrate the success of this appro
for three hard minimization problems: the Coulomb sp
glass (CSG), the traveling salesman problem (TSP),
the determination of low-autocorrelation binary sequen
(LABS) in comparison with other techniques.

Method.—The freezing problem in stochastic min
mization methods arises when the energy difference
tween “adjacent” local minima on the PES is much smal
than the energy of intervening transition states separa
them. As an example consider the dynamics on the mo
potential in Fig. 1(a). At high temperatures a particle c
still cross the barriers, but not differentiate between
wells. As the temperature drops, the particle will even
ally become trapped with almost equal probability in any
the wells, failing to resolve the energy difference betwe
them. The physical idea behind the stochastic tunne
method (STUN) is to allow the particle to “tunnel” [8
forbidden regions of the PES, once it has been determi
that they are irrelevant for the low-energy properties of t
problem. This can be accomplished by applying a no
linear transformation to the PES:

fSTUNsxd ­ 1 2 expf2gsss fsxd 2 f0dddg , (1)
© 1999 The American Physical Society 3003
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FIG. 1. (a) Schematic one-dimensional PES and (b) ST
effective potential, where the minimum indicated by the arro
is the best minimum found so far. All wells that lie above th
best minimum found are suppressed. If the dynamical proc
can escape the well around the current ground-state estim
it will not be trapped by local minima that are higher i
energy. Wells with deeper minima are preserved and enhan
(c) After the next minimum has been located, wells that we
still pronounced in (b) are also suppressed. Once the
ground state has been found (not shown), all other w
have been suppressed and will no longer trap the dynam
process. The dotted line in (c) illustrates an energy thresh
0 , ft , 1 to classify the nature of the dynamics. Adjustin
the temperature to maintain a particular average effec
energy balances the tunneling and the local-search phase
the algorithm.

wheref0 is the lowest minimum encountered by the d
namical process thus far [see Figs. 1(b) and 1(c)] [9]. T
effective potential preserves the locations of all minim
but maps the entire energy space fromf0 to the maximum
of the potential onto the intervalf0, 1g. At a given finite
temperature of O(1), the dynamical process can there
pass through energy barriers of arbitrary height, while
low-energy region is still well resolved. The degree
steepness of the cutoff of the high-energy regions is c
trolled by the tunneling parameterg . 0. Continuously
adjusting the reference energyf0 to the best energy found
so far successively eliminates irrelevant features of the P
which would trap the dynamical process.

To illustrate the physical content of the transform
tion we consider a MC process at some fixed inve
temperatureb on the STUN-PES. An MC step from
x1 to x2 with D ­ fsx2d 2 fsx1d is accepted with prob-
ability w̃1!2 ­ expf2bsss fSTUNsx2d 2 fSTUNsx1ddddg. In
the limit gD ø 1 this reduces tow̃1!2 ø exps2b̃Dd
with an effective energy-dependent temperatureb̃ ­
bgegsss f02fsx1dddd # bg. The dynamical process on th
STUN potential energy surface with fixed temper
ture can thus be interpreted as an MC process with
3004
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energy-dependent temperature on the original PES.
the latter process the temperature rises rapidly when
local energy is larger thanf0 and the particle diffuses
(or tunnels) freely through potential barriers of arbitra
height. As better and better minima are found, ever lar
portions of the high-energy part of the PES are flatten
out. In analogy to the SA approach this behavior c
be interpreted as a self-adjusting cooling schedule tha
optimized as the simulation proceeds.

Since the transformation in Eq. (1) is bounded, it
possible to further simplify the method: On the fixe
energy scale of the effective potential, one can distingu
between phases corresponding to a local search
“tunneling” phases by comparingfSTUN with some
fixed problem-independent predefined thresholdft [see
Fig. 1(c)]. For the success of the method it is essen
that the minimization process spends some time tunne
and some time searching at any stage of the minimiza
process. We therefore adjust the parameterb accordingly
during the simulation: If a short-time moving average
fSTUN exceeds the thresholdfthresh ø 0.03, b is reduced
by some fixed factor, otherwise it is increased. Followi
this prescription the method is characterized by the sin
problem-dependent parametersgd.

Applications.—In order to test the performance of th
algorithm we have investigated three families of comp
catedNP-hard minimization problems. For each proble
we have determined either the exact ground-state energ
a good estimate thereof. We computed the average e
of the various optimization methods as a function of t
computational effort to determine the computational eff
required to reach a prescribed accuracy.

(i) (CSG) The determination of low-energy configu
rations of glassy PES is a notoriously difficult problem
We have verified by direct comparison that the meth
converges quickly to the exact ground states [10]
two-dimensional short-range Ising spin glasses of lin
dimension10 to 30 with either discrete or Gaussian dis
tributions of the coupling parameters. Next we turned
the more demanding problem of the Coulomb spin gla
where classical chargeshsij with si ­ 61 are placed on
fixed randomly chosen locations within the unit cube. T
energy of the system,

Eshsijd ­
NX
ij

sisj

j$ri 2 $rjj
, (2)

is minimized as a function of the distribution of thehsij.
The results of grand-canonical simulations for ten rep

cas of N ­ 100 and N ­ 500 charges are shown in
Fig. 2. We first conducted twenty very long STUN run
for each replica to determine upper bounds for the t
ground-state energy. For the same charge distributions
then averaged the error of STUN, SA, simulated temp
ing (ST) [6], and parallel tempering (PT) [7] for twent
runs per replica as a function of the numerical effo
We found that the average STUN energy converged
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FIG. 2. Average estimated error for the ground-state estima
of the Coulomb glass using SA (circles), STUN (squares),
(triangles), and PT (diamonds) forN ­ 100 (full lines in lower
part) andN ­ 500 (dashed lines in upper part).

106 MC steps to within 1% of the estimated true groun
state energy. Fitting the curves in the figure with a pow
law dependence we estimate that STUN is about 2 ord
of magnitude more efficient than SA.

We found no consistent ranking of ST and PT relati
to SA for the two system sizes considered. Both meth
offer alternative routes to overcome the freezing probl
in SA. In PT the configurations of concurrent simulatio
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TABLE I. Estimates for the optimal path length for the traveling salesman problem w
N ­ 20, 50, and 100 sites using either only local (left side) or global (right side) moves
described in the text. For global moves, both SA and STUN are equally efficient to o
low-energy paths. Using only local moves, the existence of barriers hampers the progr
SA. As a result, SA becomes less efficient than STUN. By virtue of its temperature exch
mechanism, PT also allows the random walk to cross the barriers, but is less efficien
STUN. The effort is given in thousands of steps; note that the evaluation of a local mo
much less costly than that of a global move. The path length indicates the average o
energy for 20 runs and the best energy found.

Local Moves Global Moves
N Effort SA PT STUN SA STUN

20 50 4.85y3.55 4.35y3.55 3.60y3.55 3.94y3.61 3.55y3.55
20 100 4.52y3.58 4.02y3.55 3.62y3.55 3.93y3.55
20 500 4.08y3.55 3.57y3.55 3.55y3.55 3.82y3.56
20 1000 4.08y3.55 3.55y3.55
20 5000 3.75y3.55

50 100 12.5y10.61 13.72y12.58 11.06y9.39 5.74y5.65 5.72y5.65
50 500 11.0y8.68 11.55y10.65 8.32y5.83 5.70y5.65 5.67y5.65
50 1000 11.0y8.84 10.70y9.82 7.75y5.78 5.68y5.65 5.67y5.65
50 5000 9.84y8.10 8.99y7.89 7.16y5.78 5.66y5.65 5.65y5.65
50 10000 9.87y8.31 6.70y5.72 5.66y5.65

100 200 8.42y8.11 8.40y8.01
100 500 8.18y8.01 8.18y7.97
100 1000 8.08y7.94 8.03y7.95
100 5000 8.01y7.94 8.01y7.96
es
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at a variety of temperatures are occasionally exchan
In ST only a single simulation is undertaken, but
temperature is considered to be a dynamical variable.
both methods, a configuration can escape a local m
mum when the instantaneous temperature is increa
The choice of the temperature set is system dependen
must be optimized much like the annealing schedule
SA. In accordance with other studies our results indic
that ST performs significantly better than SA for lon
simulation times, while PT was successful only for t
larger systemsN ­ 500d. STUN converged faster tha
any of the competing methods, but showed a tende
to level off at high accuracy. In the limit of larg
computation, its accuracy was matched by ST forN ­
100 and PT forN ­ 500.

(ii) (TSP) The “traveling salesman” problem is a
other ubiquitousNP-hard minimization problem [11,12]
We have investigated the problem in its simplest inc
nation, i.e., as a minimization of the Euclidian distan
along a closed path ofN cities. Using long-range up
dates, i.e., the reversal and exchange of paths of arbit
length, we found that both SA and STUN perform abo
equally well and reach the global optimum forN ­ 20,
50, and100 very quickly (see right side of Table I).

Nevertheless, it is instructive to analyze this mod
somewhat further as it provides insight into the interp
of move construction and the complexity of the minimiz
tion problem. The unconstrained TSP is a rare insta
amongNP-hard minimization problems, where it is po
sible to construct efficient “long-range” hops on the PE
3005
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In most practical applications of minimization problem
related to the TSP, the construction of global moves is
verely complicated by the existence of “hard constrain
on the routes taken. For such problems, as well as
other examples reported here, the alteration of just a
variables of the configurations leads to unacceptably h
energies in almost all cases. As a result, the construc
of global moves is not an efficient way to facilitate th
escape from local minima. When only local moves, i.
transpositions of two adjacent cities, are considered, h
barriers, circumvented in the presence of global mov
hamper the progress of SA. The results on the left s
of Table I demonstrate that in this scenario SA perfor
significantly worse than STUN.

(iii) (LABS) Finally, we turn to the construction
of low-autocorrelation binary sequences [12,13]. T
model can be cast as a ground-state problem fo
one-dimensional classical spin-1y2 chain with long-range
four-point interactions,

E ­
1
N

N21X
k­1

"
N2kX
j­1

sjsj1k

#2

, (3)

and is one of the hardest discrete minimization proble
known [14]. Even highly sophisticated and specializ
optimization algorithms [12] have failed to find configur
tions anywhere near (within 20%) the ground-state ene
that can be extrapolated from exact enumeration stu
for small systemssN , 50d [15,16]. The reason for this
difficulty has been attributed to the “golf-course” chara
ter of the energy landscape, and there is convincing
dence that SA will fail to converge to the ground-sta
energy even in the limit of adiabatic cooling [13]. Th
situation is significantly improved if the original potenti
energy surface is replaced by a piecewise constant
ergy surface that is obtained by a local minimization
the original PES at each point [17]. The latter surfa
preserves all ground-state configurations and energie
the original PES, but eliminates many “plateaus” of t
golf-course landscape. By using the modified energy s
face we are able to compare SA to STUN, since SA
now determine the ground-state energy of medium s
systemssN ­ 49d with a large, but finite, computationa
effort. Table II summarizes the results for the average
ror of 20 SA and STUN runs for system sizesN ­ 49
and N ­ 101 as a function of the computational effor
In direct comparison we find that STUN is 2 orders
magnitude more efficient than SA. Both methods are
least a dozen orders of magnitude more efficient than
on the original PES.

By using threeNP-hard minimization problems with
high barriers separating local minima we have dem
strated that the stochastic tunneling approach offers a
liable, generic, and efficient route for the determinati
of low-energy configurations. One chief advantage of
method lies in the fact that only a single parameter m
3006
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TABLE II. Average and best ground-state estimates f
LABS for the N ­ 49 and N ­ 101 using SA and STUN on
the locally minimized PES described in the text. The effort
given in thousands of steps, each step consists of a multis
flip followed by a local minimization.

Effort SA SC

N ­ 49
10 212.48y176 185.12y136
50 196.64y164 168.72y136

100 191.68y144 161.60y136
500 177.68y136 151.76y136

1000 175.52y136 139.44y136

N ­ 101
10 987.44y914 918.08y810
50 946.44y854 880.08y790

100 927.84y846 865.76y766
500 894.32y822

1000 891.68y818

be adjusted to adapt it to a specific problem. Fixing t
functional form of the transformation and the “coolin
schedule” demonstrates the adequacy of these choices
does not guarantee that they are optimal even for the pr
lems considered here. One of the drawbacks of STUN
that, in contrast to, e.g., PT, no thermodynamic expec
tion values for the system can be obtained from the sim
lation. Also, because the nonlinear transformation w
map any unbounded PES onto an interval bounded fr
above, the dynamical process in STUN will experien
tunneling phases at any finite temperature. For PES
do not contain high barriers, or in the presence of efficie
global moves, STUN may therefore be less efficient th
competing methods. In many realistic optimization pro
lems, where the construction of global moves is exce
ingly difficult or very expensive, the tunneling approac
can ameliorate the difficulties associated with the ex
tence of high-energy barriers that separate local mini
of the PES.

We gratefully acknowledge stimulating discussion
with C. Gros and U. Hansmann.
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