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Control of Unstable High-Period Orbits in Complex Systems
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We apply the discrete parametric control (Ott-Brebogi-York method) to stabilize the high-o
sk ­ 34d unstable periodic orbit of a 2D chaotic map. The map describes a complex reversible sy
the phase space of which contains elements typical for both Hamiltonian and dissipative dyna
Stabilization was achieved (even with external noise) for the unstable orbit where the amplitud
chaotic oscillations shows variations by 4 orders of magnitude. [S0031-9007(99)08706-2]

PACS numbers: 05.45.Gg
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The recent tendency in the area of controlling chaos
related to control of complex systems in order to carry ou
possibly, control of biological and even human function
Despite the great variety in the properties of comple
systems, it is assumed, nevertheless, that any of these
tems possess certain common features: (i) A compl
system is a composition of several interacting componen
(ii) there is a coexistence of regular and chaotic dynamic
and (iii) it exhibits a multiscale spatiotemporal behavio
[1]. These features make it possible to control comple
system, using a rather simple switching of a system fro
chaotic to regular regime (or vice versa) under a sma
perturbation.

The above mentioned complexity is not necessarily a
attribute of high-dimensional systems only; it may also b
found in low-dimensional systems. In particular, the low
dimensional dynamics is realized in so-called reversib
systems which exhibit typical complex behavior [2]. Th
phase space of such systems usually contains eleme
of Hamiltonian systems (stability islands and resonance
as well as elements of dissipative systems (attractors a
invariant attractive sets) [3]. The interplay between the
elements gives rise to rather complicated dynamics
compared with the dynamics of either pure Hamiltonia
or pure dissipative systems.

In this Letter, we accomplish, for the first time, the
control of chaos in complex reversible systems. W
study the possibility of controlling a high-periodsk ­ 34d
unstable periodic orbit (UPO) in a two-dimensional map

rn11 ­

µ
xn11

yn11

∂
­ fsrnd ­

µ
xn 1 yn11 smod2d
yn 2 ´sa 2 yndxn

∂
. (1)

Equation (1) describes the discrete dynamics of a line
oscillator with the stiffness coefficient proportional to
the velocity, under the action ofd kiks [4]. The phase
space of this map is a cylinder,x [ f21, 1g, y [ R. For
´ . 0, the phase space structure is determined by t
invariant attractive set (IAS) aty ­ a and fixed points
at s0, 2nd, n ­ 0, 61, 62. The linear analysis shows tha
the fixed points within the stripea 2 4y3 , y , a are
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elliptic centers and the others are hyperbolic saddles.
is formed from the set of solutions,

yn ­ a, xn11 ­ sxn 1 yn11d smod2d , (2)

which are periodic (quasiperiodic) for rational (irrationa
values of the parametera. It was shown [5] that the se
[Eq. (2)] attracts trajectories (belonging to the attracto
basin) with incrementg > ´2y6 s´ , 1d. The number of
trajectories that are repelled from the solution [Eq. (2
and approach infinity (along the separatrices of sad
points) increases with́ . Thus we have two attractive
regions, one given by Eq. (2) and another located at
infinity. The basins of these two attractive sets ha
a complicated fractal structure which is typical for an
riddled basin [6].

Hamiltonian properties of the map [Eq. (1)] are dete
mined by the determinant of the Jacobian matrix detA ­
1 1 ´x which gives the variation of the phase volume a
ter one iteration. At each iteration the phase volume is
preserved; however, there is a conservation of volume
ter averaging over the period. Forx ø 1, the determinant
of the Jacobian matrix is close to 1; therefore the struct
of the phase space in the vicinity of the origin is simil
to the one in a Hamiltonian system: Namely, the ellip
fixed point (0,0) is surrounded by the periodic trajectorie
The frequency of rotation for periodical trajectories clo
to an elliptic point isv ­ 2 arcsins

p
´ay2d. A fragment

of the phase space (stability island) is shown in Fig. 1a
the values of the parametersa ­ 0.5, ´ ­ 1.7. Deforma-
tion of this stability island with parametera is shown in
Fig. 1b fora ­ 0.05. One can see that with the decrea
ing of a the stability island and the IAS are getting clos
and the separatrices of high-order resonances are b
broken. A narrow stochastic layer is formed from the
broken separatrices (see Fig 1c). One may conclude
the origin of chaos here is due to the overlapping of neig
boring nonlinear resonances. Figure 2 shows a plot of
width W of the resonances and the spacingD between
them againstk. Fork . 30, the widthW and the spacing
Dy are of the same order of magnitude and atk ø 33 35
© 1999 The American Physical Society
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a global chaos is developed, according to Chirikov’s cr
terion [7]. Here we choose the UPO withk ­ 34 which
we are going to control.

FIG. 1. (a) Fragment of the phase space of the m
[Eq. (1)] with stability island at the center (a ­ 0.5, ´ ­ 1.7).
(b) Deformation of the stability island with parametera:
a ­ 0.05, ´ ­ 1.7. Period-34 orbit is marked by crosses
connected by straight lines. (c) Blow up of a small regio
of the phase space [small blank square in (b)]. One
the saddle points of the orbit is marked by number 3
Kolmogorov-Arnold-Moser surfaces close to the period-3
orbit are destroyed, however, they still exist for period-33 orb
Inset of (b): image of the saddle point [marked by number 3
in (c)] after transformation Eq. (3).
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The first question which arises is how to locate thi
UPO. Traditional methods of locating UPOs based o
the Newton-Raphson procedure require a good guess
initial conditions for the iterative procedure. In genera
they are not applicable for cycles with high periods
An appropriate method was developed by Schmelch
and Diakonos [8]. They used the principal idea o
control—transforming unstable orbits into stable ones—
to locate UPOs. The first step of the method [8] is t
apply a universal linear transformation of coordinates
order to get stable orbits at the same positions whe
unstable orbits are located. Then the positions of stab
orbits in new coordinates can be found by a simp
iterative procedure. For the 2D case the transformatio
of coordinates takes the following form:

rn11 ­ rn 1 Liffmsrnd 2 rng , (3)

whereLi is one of eightsi ­ 1, 2, ..., 8d invertible 2 3 2
matrices (forD-dimensional casei ­ D!2D), the con-
crete form of which is determined by type of the orbit
The inset in Fig. 1b shows the result of transformatio
[Eq. (3)] for one of the saddle points lying on the period
34 orbit.

To stabilize the high-period unstable orbit, we used th
discrete one-parametric Ott-Grebogi-York (OGY) contro
[9]. This method was originally proposed to stabilize
UPO embedded within a strange attractor. Later it wa
generalized for the case of Hamiltonian systems [10]. Th
orbit to be controlled follows a periodic sequence,rp

1 !
rp

2 ! · · · ! rp
k ! rp

k11 ­ rp
1 . The linearized dynamics

in the neighborhood of this orbit yields

rn11 2 rp
n11sp0d ­ Afrn 2 rp

nsp0dg 1 Bdpn , (4)

wherep is one of the parametersa, ´; p0 is its nominal
value;pn 2 p0 ; dpn , D; D is the range of variations
of the parameterp sD ø 1d; A is 2 3 2 Jacobian matrix;
andB is two-dimensional vector,

A ­ Drfsr, pdj r­rp
n

p­p0

, B ­ Dpfsr, pdj r­rp
n

p­p0

. (5)

FIG. 2. The width of the resonancesW d and the spacing
between themsDyd vs the number of the resonanceskd.
2505
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If we try to apply the OGY method [9] directly to con-
trol high-period unstable orbits, we face two difficulties
First, the one-step Jacobian matrixA may possess com-
plex eigenvalues at certain points of a periodic orbit. Th
makes the application of the original OGY method impo
sible. To avoid this, we could use the original OGY fo
mula, not at each iteration, but afterk iterations. In other
words we could perform control with a cyclic matrixfk

whose eigenvalues are real. However, here we face
second difficulty, namely, the sensitivity ofk-step control
to external or system (numerical) noise. This means t
k-step control becomes ineffective ifk ¿ 1. A modifica-
tion of the OGY method which allows the application o
parametric perturbation at each step was proposed by
et al. [10]. To avoid the problem of complex eigenvalue
they developed the approach based on the consideratio
stable and unstable directions at each point of the UP
If k . 1, these directions (at a given point) do not nece
sarily coincide with the eigenvectors. An efficient metho
to calculate stable and unstable directions is given in [1
They can be also calculated by the well-known meth
of diagonalization of the cyclic matrixfk at each point of
the orbit.

Let the unit vectorsessnd and eusnd be local sr ­ rp
nd

stable and unstable directions. It is worthwhile to in
troduce a complementary basisfssnd and fusnd by means
of the following relations:ft

ssndessnd ­ ft
usndeusnd ­ 1, and

ft
usndessnd ­ ft

ssndeusnd ­ 0. Here indext stands for trans-
posed vector (row vector). By making use of the OG
stabilization conditionft

usn11dfrn11 2 rp
n11sp0dg ­ 0 and

Eq. (4), one can readily get [11]

dpn ­ 2
ft

usn11dhAfrn 2 rp
nsp0dgj

ft
usn11dB

. (6)

Parametric perturbation written in the form of Eq. (6
may be applied at each iteration. If the eigenvalues
the matrix f are real, Eq. (6) is reduced to the OGY
formula [9].

Figure 3 demonstrates the internal mechanism of OG
control in action. We “launch” four testing points (blac
squares) from the vicinity of randomly selected sadd
points which belong to period-34 orbit. The trajectorie
of the testing points are shown after three success
iterations. After the third iteration these points are align
along the stable direction. Then they follow the period
orbit remaining in alignment and approaching the sadd
points with each iteration.

In Fig. 4a we show the behavior of the deviationrn 2

rp
n as the control is switched on and off. One can see t

the system exhibits a long transient period before a traj
tory can be stabilized. Control is switched on at the 340
iteration; however, stabilization occurs only after approx
mately 1000 iterations. Such behavior is similar to wh
has been observed for pure Hamiltonian systems [10,1
We use the logarithmic scale to separate different sta
of the control procedure: (i) chaotic oscillations befo
2506
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entrapment under control; (ii) exponentially fast approa
of the controlled trajectory to the goal-periodic orbi
(iii) stablemotion alongunstableperiod-34 orbit (up to
the numerical error accuracy); (iv) exponential deviati
from the goal trajectory after the control is off [13], (v) re
construction of natural chaotic oscillations.

To check the sensitivity of the control to external Gaus
ian noise we add a termsjn to the right-hand side in
Eq. (1), Herejxn andjyn are independent identically dis
tributed random variables with zero mean value and a u
variance;s is the amplitude of the noise. In Fig. 4b w
show the influence of the Gaussian noise withs ­ 0.01.
In the logarithmic scale, one can clearly see that the e
ciency of control goes down by the orders of magnitud
however, the OGY method allows the control to be ma
tained during the same temporal interval as without noi

In addition to the OGY method, we also applied th
simple proportional method [14]. Originally it was pro
posed for the control of Hamiltonian systems [15]. In th
method a perturbationDn stands in the right-hand side
of the map [Eq. (1)] and has a formDn ­ Csrn 2 rp

nd,
where the matrixC ­ s c1 c2

2c2 c1
d. The perturbation

Dn is applied if Dn , Dmax sDmax ø 1d. By choos-
ing parametersc1 ­ 20.2, c2 ­ 0.0001 and Dmax ­
0.02 we were able to control the period-34 orbit wit
the same accuracy as that shown in Fig. 3 for the OG
method.

The proposed method of control may be used for
wide class of reversible systems with complex phase sp
structure. In particular, a simple modification of the ma
(1) allows one to change the level of dissipation. Th
is done by introducing a coefficient1 2 c for the yn

term in the second equation of the map (1). When t
dissipation is switched on smoothly (c increases from
0 to 1), the Hamiltonian component is suppressed a
the system developes a strange attractor via a cascad
bifurcations. The results of the control for the case wh
c fi 0 will be published elsewhere.

An interesting application of controlling chaos is re
lated to the problem of encoding of binary informatio

FIG. 3. Local evolution of four testing points towards th
stable direction. Stable (unstable) directions are shown by th
solid (broken) lines.



VOLUME 82, NUMBER 12 P H Y S I C A L R E V I E W L E T T E R S 22 MARCH 1999

f
g
n
tic
s

e-
,

.

n-
-
e
m

FIG. 4. Stabilization of the coordinatern when the control is
switched on: (a) without noise, (b) with Gaussian noise.

[16]. Stabilized orbits serve as generators of random n
merical sequences that are considered as carriers of in
mation. High-period orbits give a rich grammar (the rule
specifying allowed and disallowed symbol sequences) a
high density of information in the sequence. The hig
density of information, plus the stability with respect to
noise, gives our method great potential for applications
communication.

In conclusion, we have demonstrated the efficienc
of the discrete parametric OGY control for UPOsk ­
34d in a complex reversible system with attributes o
Hamiltonian and dissipative dynamics. To the best
our knowledge, this is the first case of control of suc
u-
for-
s
nd
h

in

y

f
of
h

a high-order UPO in complex systems. The problem o
location of the period-34 orbit was resolved by makin
use of a new method proposed in [8]. Stabilizatio
was successfully achieved when the amplitude of chao
oscillations of coordinates along the period-34 orbit wa
varied by 4 orders of magnitude.

This research was supported by the Fundamental R
search Foundation of the Ukraine Ministry of Science
Grant No.2.4y342, and by CONACyT (México), Grants
No. 26163-E and No. 28626-E.

[1] L. Poon and C. Grebogi, Phys. Rev. Lett.75, 4023 (1995).
[2] J. Robuts and G. Quispel, Phys. Rep.216, 64 (1992).
[3] A. Politi, G. L. Oppo, and R. Badii, Phys. Rev. A33, 4055

(1986).
[4] V. Yu. Gonchar, P. N. Ostapchuk, A. V. Tur, and V. V.

Yanovsky, Phys. Lett. A152, 287 (1991).
[5] V. Yu. Gonchar, A. V. Tur, and V. V. Yanovsky, KFTI95-

6 Kharkov, 1995.
[6] E. Ott, J. C. Sommerer, J. C. Alexander, I. Kan, and J. A

Yorke, Phys. Rev. Lett.71, 4134 (1993).
[7] B. V. Chirikov, Phys. Rep.52, 263 (1979).
[8] P. Schmelcher and F. K. Diakonos, Phys. Rev. Lett.78,

4733 (1997).
[9] E. Ott, C. Grebogi, and J. A. Yorke, Phys. Rev. Lett.64,

1196 (1990).
[10] Y.-Ch. Lai, M. Ding, and C. Grebogi, Phys. Rev. E47, 86

(1993).
[11] Y.-Ch. Lai, T. Tél, and C. Grebogi, Phys. Rev. E48, 709

(1993).
[12] C. F. F. Karney, Physica (Amsterdam)8D, 360 (1983).
[13] The rates of exponential approach (stage 2) and expone

tial deviation (stage 4) are different. The former is de
termined by the amplitude of external perturbation and th
latter by the parameters of the free evolution of the syste
(in particular, by the Lyapunov exponent).

[14] Yu. L. Bolotin, V. Yu. Gonchar, M. Ya. Granovsky, and
A. V. Chechkin, Zh. Eksp. Teor. Fis.115, 1 (1999) [Sov.
Phys. JETP88, 196 (1999)].

[15] Yu. L. Bolotin, V. Yu. Gonchar, and M. Ya. Granovsky,
Physica (Amsterdam)86D, 500 (1995).

[16] S. Hayes, C. Grebogi, and E. Ott, Phys. Rev. Lett.70,
3031 (1993).
2507


