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The breakdown of the dissipationless conductance in the integer quantum Hall effect regime has bee
investigated over a wide range of filling factors. The temperature dependence of the critical current
and of the critical magnetic field at breakdown bears a striking resemblance to the phase diagram of th
phenomenological two-fluid Gorter-Casimir model for superconductivity. [S0031-9007(99)08459-8]
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The breakdown of the integer quantum Hall effec
(IQHE) has been extensively investigated [1–5] with mo
work concentrating on the sample width and magnetic fie
(filling factor) dependence of the critical current require
to destroy the dissipationless conductance at integer filli
factors. An understanding of the physical origin of brea
down and its implications for the resistance standard a
of fundamental importance [3]. From a theoretical poi
of view a number of models have been proposed [6–1
but the exact mechanism for the breakdown remains co
troversial. What is clear is that the breakdown is drive
by the Hall voltageVH  I h

ne2 for a currentI at integer
filling factor n. In addition, for the rather high critical
currents typically observed, the current flows through bo
edge states and the bulk of the sample [5,12].

In this Letter we show that it is possible to map out
phase diagram (critical current or critical magnetic fie
versus temperature) for the breakdown of the IQHE. T
measured phase diagram for different filling factors is a
related by a remarkably simple scaling law. Perhaps mo
surprising is the striking resemblance to the phase diagr
for the coercive field in a superconductor. This is une
pected since there is currently no theoretical basis to co
nect the IQHE and superconductivity. Theoretical wo
has been limited to linking the fractional quantum Ha
effect (FQHE) to superconductivity [13–16], although
has been suggested that in sufficiently narrow quantu
Hall systems it should be possible to observe Josephs
type oscillations in the IQHE regime [17,18].

For the investigation a series of modulation dope
8.2 nm single quantum well structures was grown b
molecular beam epitaxy. Hall bars were patterned to ha
a width d  250 with 750 mm between voltage probes
The mobility ranged from3 22 m2 V21 s21 for carrier
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densities ofs6 14d 3 1011 cm22. Results for even filling
factors on only one sample are shown for reasons
space but all of the samples investigated showed the s
behavior.

A typical magnetoresistance trace measured at 2.0
is shown in Fig. 1(a) for a sample cooled slowly and
the dark to obtain a carrier density of7.28 3 1011 cm22

and a mobility of 11 m2 V21 s21. The critical current
sIcd was determined by measuring four terminalI-V

FIG. 1. (a) Magnetoresistance measured atT  2.0 K.
(b) Current-voltage characteristics measured atB  7.7 T
(n  4) for temperatures 2–6 K.
© 1999 The American Physical Society 1249
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characteristics for magnetic fields at 10 mT intervals
such a way as to sweep through the particular fillin
factor. A plot ofIc versus magnetic field gives a slightly
asymmetric Gaussian (not shown) with the maximu
corresponding to the magnetic field for whichn is an
integer. The critical current for a given filling factor is
taken to be the maximum of the Gaussian. Representa
I-V characteristics measured at 7.70 T corresponding
the field for the maximumIc are shown in Fig. 1(b) for
different temperatures in the range 2–6 K.

For a given sampleIc is dependent on the pair of
voltage contacts chosen, the sign of the current, a
the magnetic field direction. Contacts which have
high critical current show a very abrupt increase
voltage upon breakdown which, we believe, is due
an avalanche heating process. While such contacts h
the advantage that the critical current is well define
they have the major drawback that the large curren
involved can lead to heating in the current contacts. Th
can be easily identified during the measurements due
the large voltage drop across the current contacts a
a noticeable heating of the temperature sensor even
currents for which the conductance between the volta
contacts under study remains dissipationless. Therefo
we choose contacts for whichIc is sufficiently small to
avoid Ohmic heating in the current contacts. Througho
the measurementsIc has been defined as the current fo
which the measured voltage between the voltage prob
exceeds50 mV. The value ofIc is therefore somewhat
arbitrary but we have verified that, although choosin
different critical voltages changes the absolute value ofIc,
it does not in any way modify the form of the temperatur
dependence or the scaling between different filling facto

The temperature dependence ofIc is shown in Fig. 2(a).
For a given filling factorIc has an almost constant value
at low temperatures before decreasing and then vanish
at a critical temperature (Tc). The resemblance to the
phase diagram for the coercive field of a superconduc
is striking (for superconductorsIc and Hc are equivalent
since the superconductivity is also quenched when t
current is sufficient to produce its own critical magnet
field). The solid lines are generated using an express
similar to that for the phenomenological Gorter-Casim
[19] two-fluid model for superconductivity,

IcsT , nd 

√
Ic0

n
2

Ic0

n0

! "
1 2

√
T

Tc0yn

!2#
, (1)

where Ic0  314 mA and n0  30 are obtained from
the straight line fit toIcsT , 0d versus1yn shown in
Fig. 2(b). The value ofn0 has the physical significance
that this is the largest filling factor for which the con
duction is expected to be dissipationless at zero tempe
ture. From the magnetic field, at which Shubnikov
de Haas oscillations are first observed, this correspon
to the conditionvct ø 2. The only remaining parameter
1250
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FIG. 2. (a) Critical current (Ic) as a function of temperature
for even filling factors. The solid lines are calculated usin
Eq. (1) as described in the text. (b)Ics40 mKd versus inverse
filling factor (1yn). The solid line is a least squares fit t
the data.

Tc0  31 K is found by fitting Eq. (1) to the temperatur
dependence ofIc for the filling factor n  6. The tem-
perature dependence ofIc can then be generated usin
Eq. (1) for the other filling factors with no adjustable pa
rameters. The agreement between the data and the m
for all filling factors is remarkable and an equally goo
agreement has been found in all samples. The criti
current and the critical temperature scale as the cyclot
energy sh̄vc ~ 1ynd. The critical Hall electric field at
T  0, Fc 

Ic

d
h

ne2 . 32 400
n2 s1 2

n

n0
d ø 1800 Vym for

n  4. This gives aB dependence not dissimilar to tha
reported for narrower Hall bar samples [2].

We now turn our attention to the temperature depe
dence of the width of the dissipationless regions in t
magnetoresistance traces. Pursuing the analogy with
Gorter-Casimir model, we will try to map out aBc versus
T phase diagram for the different filling factors. Mag
netoresistance traces were measured at different temp
tures and with a small current. 10 100 nA using low
frequency (10.7 Hz) phase sensitive detection.Bc is de-
fined as the half-width of the dissipationless region at ea
filling factor. In order to determine the width of the dis
sipationless region we define a critical sample resista
Rc . 10 V which is approximately 5% of the zero field
resistance. Choosing different values forRc changes the
absolute value ofBc but in no way modifies the form of
the temperature dependence.

Such a phase diagram for even integer filling facto
is shown in Fig. 3(a). At first sight the data points be
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FIG. 3. (a) Critical magnetic field (Bc) versus temperature for
even filling factors (n  4, 6, 8, 10, and 12) clearly showing
the existence of two phases. The dashed (HT phase), solid (
phase), and dotted (melting) lines are calculated using Eqs. (2
(4), respectively. (b)Bcs40 mKd versus1yn2. The solid line
is a least-squares fit to the data.

little resemblance to the Gorter-Casimir phase diagra
However, as indicated by the solid and dashed lines,
is possible to decompose this phase diagram into a lo
temperature (LT) and high temperature (HT) phase. T
HT phase can be fitted using

Bcsn, T d 

√
BHT

c0

n2 2
BHT

c0

n
2
0

! "
1 2

√
T

THT
c0 yn

!2#
, (2)

wheren0  30 (as before) andBHT
c0  6.7 T andTHT

c0 
54 K are determined by fitting to the data forn 
8. The curves for all the other filling factors [dashe
lines in Fig. 3(a)] are then generated using Eq. (2) wi
no adjustable parameters. Forn  8, 10, and 12 the
agreement is good while for lower filling factors there is
deviation with the data dipping below the predicted curv
for a substantial part of the phase diagram.

The LT phase in Fig. 3(a) can be fitted using

Bcsn, T d 

√
BLT

c0

n2 2
BLT

c0

n
2
0

! "
1 2

√
T

TLT
c0

!2#
, (3)

which is identical to Eq. (2) except thatTc  TLT
c0 no

longer scales as the cyclotron energy, i.e., in the LT pha
the critical temperature is the same for all filling factors
In contrast to the behavior ofIcsT , 0d, for both the
LT and HT phases,BcsT , 0d scales as the cyclotron
LT
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energy squareds1yn2d as shown in Fig. 3(b). From the
slope BLT

c0  13.4 T. The solid lines in Fig. 3(a) are
generated by fitting to the low temperaturen  4 data
to determineTLT

c0  1.6 K with n0  30 as before.
Bc is determined simply by the number of localized

states in the relevant Landau level (LL). It is easy to sho
that the normalized density of localized states in the L
nlocynLL  2nBcyBF , 20% for n  4 at T , 0 with
the fundamental fieldBF  30.3 T. As Bc ~ 1yn2 this
implies that the density of localized states within a LL i
proportional to the magnetic field (~ 1yn). Ic, which is
determined with the Fermi level centered in the localize
states between LLs is apparently insensitive to the exa
number of delocalized states since only one phase
observed. It is not clear why two phases are observ
for Bc but this must be linked to increased localizatio
at low temperatures, possibly associated with the critic
appearance of spin splitting [20,21]. To our knowledg
no detailed calculations for the number of localized stat
in a LL and its dependence on filling factor exist. A
odd filling factors (not shown) only one phase is observe
which supports the link to spin splitting, since the LL to
be populated is separated from the next unoccupied L
by the cyclotron energy and therefore only one spin sta
is occupied. However, for even filling factors two phase
are present even in low mobility samples in which no sp
splitting is observed.

We noted above that for lower filling factors in Fig. 3
the data dips below the high temperature fitting curve for
substantial part of the phase diagram. A similar deviatio
is observed in the phase diagram of high temperature (HTc)
superconductors and is associated with the melting cur
of the Abrikosov vortex lattice [22]. In the liquid phase
when a current is applied, the vortices are free to move u
der the influence of the Lorentz force which leads to dis
sipation and the superconductivity is quenched. In type-
superconductors the critical field can be enhanced by t
addition of impurities which pin the vortices and preven
flux jumping, while in the QHE disorder increases the num
ber of localized states and hence enhancesBc. For the
IQHE the “melting” would correspond to a delocalization
of cyclotron orbit centers. We therefore make an analog
with type-II superconductors and, in particular,HTc super-
conductors with a weak interlayer coupling which show
2D behavior. The melting behavior suggested by the d
viation of the data points from Eq. (2) can be fitted to th
functional form of the Abrikosov lattice melting curve,

Bcsn, T d 

√
Bm

n
2

Bm

n0

! √
1 2

T
Tmyn

!2

. (4)

A good fit for the lower n values can be obtained
with Bm  1.6 T, n0  30, and Tm  90 K. Here the
1yn scaling law has been determined empirically. Th
predicted melting curves forn  8, 10, and 12 (not
shown) lie above the usual phase boundary and hen
these filling factors are unaffected. Forn  6, the data
1251
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follow the melting curve to join the HT phase nea
Tc while for n  4, the data dip below the melting
curve close to the predictedTc and appears to have
a critical temperature,2 K lower than expected. This
is similar to the Berezinskii-Kosterlitz-Thouless (BKT)
behavior observed in 2D superconductors [22–25] du
to intrinsic vortex-antivortex excitations which destroy
the topological order and lead to a critical temperatu
TBKT which is typically ,1 K less thanTc. Although
the comparison of theHTc and QHE phase diagrams is
clearly intriguing such an interpretation of our data woul
be speculative.

An interpretation of the above findings, in particular
with respect to the analogy with superconductivity, nec
essarily requires detailed theoretical work. The analog
between the dissipationless conductance in the FQHE a
superconductivity has been discussed in a number of the
retical papers [13–15]. Girvin and MacDonald [13] pro
posed an effective-field-theory model analogous to th
Landau-Ginzburg theory of superconductivity in which th
FQHE can be viewed as a superconducting state of co
posite bosons. Aronov and Mirlin [16] demonstrated tha
the low temperature conductivity of such an anyon gas
the presence of impurity scattering remains finite but ten
exponentially towards zero with decreasing temperatur
Invoking a gauge transformation to form composite boso
and associated anyon superconductivity would seem dif
cult to justify since the IQHE is well explained without
taking into account electron-electron interactions. In ou
opinion the similarity between the phase diagrams aris
from the similarity of the Hamiltonians: the vortex term in
the Hamiltonian of a 2D superconductor is identical to tha
of Coulomb gas in two dimensions [22].

In conclusion, the phase diagram for the breakdown
the IQHE is well described phenomenologically by th
equations of the two-fluid model for superconductivity. I
exhibits a remarkably simple scaling law for the differen
filling factors. The similarity between theHTc and
QHE phase diagrams is a striking one. We hope th
the results presented here will stimulate further work
in particular, concerning the possible analogy betwee
superconductivity and the IQHE. In addition it would
seem interesting to investigate the phase diagram for t
breakdown of the FQHE for which a certain amount o
theory already exists.
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