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When Can Noise Induce Chaos?
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(Received 17 August 1998)

Crutchfieldet al. observed that noise truncates period-doubling cascade and induces chaos. To d
however, very little low-dimensional chaos has been unambiguously identified experimentally. This d
crepancy stimulates us to reexamine the noisy logistic map. We find that noise can indeed induce ch
However, this is not associated with the main2n cascade. We identify three basic conditions for noise
to induce chaos. We also show that when noise induces chaos the complete period-doubling cas
is inhibited, otherwise the cascade is simply masked by noise. [S0031-9007(99)08394-5]

PACS numbers: 05.45.Ac, 05.40.Ca
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Noise can induce a number of interesting phenomena
nonlinear dynamical systems, such as noise-induced or
[1] and noise-induced chaos [2–4]. The latter was fir
observed in a driven nonlinear oscillator [3], and lat
studied via the noisy logistic map [4]. The main idea
that intrinsic noise truncates the period-doubling casca
That is, the periodic motions with high periods of th
clean system are replaced by chaoslike motions wh
there is noise. Indeed, when a period-doubling cascad
observed in experimental situations, such as in fluid flo
[5], semiconductor lasers [6], chemical reactions [7], a
biological systems [8], and in a plasma reactor [9], on
the first few period-doubling bifurcations can be observe

Since the period-doubling cascade is a universal fe
ture of nonlinear dynamical systems, we would expe
that chaos associated with this cascade should be re
ily observed experimentally. Because of the difficulty i
distinguishing between low-dimensional chaos and no
[10], however, to date, not many true low-dimension
chaotic systems have been identified experimentally. T
discrepancy leads us to ask a series of questions: Can
experimentally observed chaoslike motion associated w
a period-doubling cascade be unambiguously identified
deterministic and low dimensional? Can noise indeed
duce chaos? If noise can induce chaos, then when
this happen? Since noise truncates the period-doub
cascade, is the complete period-doubling cascade inh
ited, or just masked by noise? To answer these questio
we study the following noisy logistic map:

xn11  mxns1 2 xnd 1 Pn, 0 , xn , 1 , (1)

wherem is the bifurcation parameter andPn is a Gaussian
random variable with zero mean and standard deviat
s. We will refer tos as the noise level. The bifurcation
diagrams, both for the clean and noisy systems, can
found in Crutchfieldet al. [4]. Here, we will study the
system behavior at parameter valuesm  3.55, 3.63,
3.74, and 3.83. The clean system at these param
values is periodic with periods 8, 6, 5, and 3, respective
Note thatm  3.55 belongs to the main2n cascade, while
m  3.83 belongs to the period(3)-doubling cascade.
0031-9007y99y82(6)y1132(4)$15.00
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To determine whether noise can induce chaos
not, we need to define chaos carefully. Mathematical
speaking, a noisy system, no matter how small the noi
is, has infinite dimensions. Experimentally speaking, on
would be more interested in a certain range of finit
scales. If the noise is very weak, then its influenc
on the dynamics may be limited to very small scale
leaving the dynamics on finite scales deterministiclike
Here we will adopt this experimentalist’s point of view,
and define chaos by the exponential divergence betwe
nearby trajectories on certain finite scales.

Let us be more quantitative. From the time serie
hxsidj of the noisy logistic map, we first construct vector
hXij by the time delay embedding technique [11]:Xi 
fffxsid, xsi 1 Ld, . . . , xsssi 1 sm 2 1dLdddggg, with m being
the embedding dimension andL being the delay time (we
choosem to be 4 andL to be 1 here). We then compute
the time-dependent exponentLskd curves [12],

Lskd 

*
ln

√
kXi1k 2 Xj1kk

kXi 2 Xjk

!+
, (2)

with r # kXi 2 Xjk # r 1 Dr, where r and Dr are
prescribed small distances. The angle brackets den
ensemble averages of all possible pairs ofsXi , Xjd. The
integerk, called the evolution time, corresponds to tim
kdt. Note that geometricallysr , r 1 Drd defines a shell,
and a shell captures the notion of scale. For clea
chaotic systems, theLskd curves first increase linearly
with k till some predictable time scale,kp, then flattens
[13]. The linearly increasing parts of theLskd curves
corresponding to different shells collapse together to for
an envelope. This property forms a direct dynamica
test for deterministic chaos [12]. For noisy chaoti
systems, the linearly increasing part of theLskd curves
corresponding to small shells break themselves away fro
the envelope. The stronger the noise, the moreLskd
curves break away from the envelope. Only if the nois
is not too strong so that the linearly increasing parts
the Lskd curves corresponding to some finite scale she
still collapse together, can we say that the motion
© 1999 The American Physical Society
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chaotic. Noise-induced chaos should also be defined
this manner.

Crutchfieldet al. [4] suggested that the effect of noise
is to average the structure of deterministic attracto
over some range of nearby parameters. For noise to
able to induce a transition from a certain periodic sta
(corresponding to some parameterm0) to a chaotic state,
the chaotic motions corresponding to adjacent parame
values should still behave chaotically in the presence
such noise. If those adjacent chaotic motions are ve
insensitive to noise, then we can anticipate that nois
induced chaos is likely to occur. This argument sugges
that, to answer whether noise can induce chaos or n
it would first be useful to clearly understand how nois
affects chaos.

For a quantitative understanding of how noise affec
chaos, it is more convenient to work with the logarithmi
displacement curves instead of the time-dependent ex
nentLskd curves [13]. This is done by rewriting Eq. (2)
as

Dskd  kln kXi1k 2 Xj1kkl  kln kXi 2 Xjkl 1 Lskd ,

(3)

and plottingkln kXi1k 2 Xj1kkl as a function of the evolu-
tion timek. Now the linearly increasing parts of the curve
corresponding to different shells separate, representing
short-term memory of the chaotic system. By addin
noise, the separation shrinks, reflecting loss of memo
The stronger the noise, the more the separation shrin
This can be quantified by taking the ratio of the separatio
between the displacement curves for the noisy and cle
systems. More concretely, we take two logarithmic dis
placement curves corresponding to different shells, den
them asD1 and D2, calculate the area between them, d
this for both the noisy and the clean systems, and take th
ratio. Since this ratio is a normalized area, we denote
by NA. This procedure can be well approximated by th
following formula [13]:

NA ø
P

i fD1skid 2 D2skidgjwith-noiseP
ifD1skid 2 D2skidgjwithout-noise

, (4)

with ki . sm 2 1dL, i  1, 2, 3, . . . . NA typically de-
creases from 1 to 0 with the strength of the noise. Here w
are more interested in how some noise of fixed strength
fects different chaotic states. This can be readily done
computing NA for different parametersm for certain fixed
noise levels. Figure 1 shows, for noise levelss  0.002
(open triangles) and 0.003 (filled circles), the variation o
NA with m. Note that at aboutm  3.63, 3.74, and 3.83,
the clean logistic map has periodic windows. They are r
flected as dips in the NA vsm curves at aboutm  3.63,
3.74, and 3.83. Also note that NA for some chaotic stat
is larger than 1. This is caused by the fact that with noi
the slope of the linearly increasing parts of theLskd curves
corresponding to those parameter values increases, res
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FIG. 1. Variation of the normalized area NA with the bi
furcation parameterm for two noise levelss  0.002 (open
triangles) and 0.003 (filled circles). Shellss22si11dy2, 22iy2d
with i  7 and 8 were used in the computation.

ing in an enlarged positive Lyapunov exponent. This ph
nomenon may be termed “noise-enhanced chaos.” Wh
this was a general conclusion by Crutchfieldet al. [4], we
see here that this is true only for certain chaotic stat
Nevertheless, this fact upholds our hope that noise-indu
chaos is likely to happen.

Recall that we have speculated that for noise to indu
chaos the chaotic states adjacent to certain periodic st
have to be insensitive to noise. Thus, based on Fig
we anticipate that noise-induced chaos is likely to occ
at about m  3.74, but unlikely to happen at abou
m  3.57, which belongs to the main period(2)-doublin
cascade. This idea can be readily tested by computing
Lskd curves for the noisy logistic map atm  3.55, 3.63,
3.74, and 3.83. For each case, we can adjust the no
level till the Lskd curves best show chaoslike feature
The results are shown in Figs. 2(a)–2(d), where, for ea
figure, six curves, from bottom to top, correspond to she
sr , r 1 Drdi  s22si11dy2, 22iy2d with i  7, 8, . . . , 12.
Clearly, the linearly increasing segments of theLskd
curves for m  3.74 and s  0.002 form a very tight
envelope, while, form  3.55, theLskd curves show only
a noiselike feature. Hence, we conclude that noise d
induce chaos atm  3.74, while noise-induced chaos
does not happen in the main period(2)-doubling cascad

Very interestingly, form  3.63 and 3.83, shown in
Figs. 2(b) and 2(d), respectively, the linearly increasin
segments of theLskd curves corresponding to two shell
[shellss22si11dy2, 22iy2d with i  9, 10 for m  3.63, and
i  7, 8 for m  3.83] also collapse together. Thes
features indicate that the noisy dynamics atm  3.63 and
3.83 appear to be chaoslike at certain definite scales. N
that Crutchfieldet al. [4] also observed that the effect o
noise on the period-doubling cascade associated with
period-3 window (aboutm  3.83) is different from that
associated with the main period(2)-doubling sequence
that the probability density of the former has a broa
background.
1133
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FIG. 2. Time-dependent exponentLskd vs evolution timek
curves for (a)m  3.55 and s  0.01; (b) m  3.63 and
s  0.005; (c) m  3.74 and s  0.002; and (d) m  3.83
ands  0.005. Six curves, from bottom to top [in terms of the
Lskd values for largek], correspond to shellss22si11dy2, 22iy2d
with i  7, 8, 9, 10, 11, and 12.

Before leaving Fig. 2, we note an unexpected featu
exhibited by Fig. 2(b): The time-dependent expone
curves form  3.63 cross over for small evolution times
This reflects that the effect of noise on the syste
behavior is different at different scales. This may b
related to the fact that the adjacent chaotic motions
aboutm  3.63 are sensitive to noise.

Let us look further into why noise does or does n
induce chaos atm  3.55, 3.63, 3.74, and 3.83. For
this purpose, we choose a series of different noise lev
and study the behavior of the system at these param
values.

For noisy oscillatory systems such as the noisy V
der Pol’s oscillator, or the wakes behind a cylinde
we have shown [13] that points in the phase spa
execute Brownian-like motions, characterized by a pow
law growth of the logarithmic displacement curve
kln kXi1k 2 Xj1kkl , ln k0.5, for large k. We have
also found in a semiconductor laser system [14] th
near a bifurcation point, the long-term growth rate of th
displacement curves may be slowed down, characteri
by a power law growth ofkln kXi1k 2 Xj1kkl , ln ka ,
with a , 0.5. This is because the convergent flow
of the underlying deterministic periodic orbit is ver
weak, hence noise can instantly kick phase points
the deterministic orbit to a region where nonlineari
is very strong, resulting in a diffusional process th
is slower than the standard Brownian motion for larg
evolution times. With these results in mind, we also com
pute the logarithmic displacement curves for the noi
logistic map.

Figure 3 shows four groups of the logarithmic dis
placementkln kXi1k 2 Xj1kkl curves for sad m  3.74
1134
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FIG. 3. Three logarithmic displacementkln kXi1k 2 Xj1kkl
curves (from top to bottom) corresponding to shel
s22si11dy2, 22iy2d with i  12, 13, and 14. For more de-
tails, see the text.

and s  0.0003, sbd m  3.83 and s  0.001,
scd m  3.63 and s  0.0003, and sdd m  3.55
and s  0.0005. To separate these different groups o
curves from each other, the groupssad andsbd curves are
shifted upward by 2 and 1 units, while the groupsscd and
sdd curves are shifted downward by20.5 and20.2 units,
respectively. Also shown insad (as diamonds),sbd (as
triangles),scd (as circles), andsdd (as squares) are curve
generated from lnka with a  1.5, 1.0, 1.0, and 0.25,
respectively. Surprisingly, we have observed a new ty
of diffusional process, which is stronger than the standa
Brownian motion characterized by an exponenta . 0.5.
How shall we understand this?

This is the very condition we seek for the period
states themselves to be susceptible to noise-induced ch
Deterministic chaos is characterized by short-term e
ponential divergence between nearby orbits. To indu
chaos by adjusting the noise level, we are trying to ma
the displacement curves of the noisy system grow exp
nentially for a short period of time, then level off. Thi
is much easier for noisy systems that already show dif
sional processes stronger than the Brownian motion
very weak noise (such ass  0.0003 for m  3.74).
This is the reason that noise is able to induce chaos
m  3.63, 3.74, and 3.83, while the chaoslike motion a
m  3.74 is much better defined than that atm  3.63
and 3.83.

We are now ready to answer whether noise masks
inhibits a complete period-doubling cascade. The answ
depends on whether noise-induced chaos occurs or
When noise can induce a transition from a periodic sta
to a chaotic state, we conclude that a particular perio
doubling cascade is inhibited. If noise cannot indu
chaos, we anticipate that the period-doubling cascade
only masked by noise. To make the above idea mo
concrete, let us observe some noisy time series atm 
3.55 and 3.74. Figure 4 shows some typical time seri
for the clean and noisy systems with the noise stren
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FIG. 4. Typical time series for (a)m  3.55 and (b) m 
3.74. The points designated by open triangles and connec
by solid curves are for the clean system, while the poin
designated by filled circles and connected by dashed lines
for the noisy system.

designated in the figure. We note that, form  3.74,
even with a tiny amount of noise (s  0.0003), the
noisy time series is already very different from the clea
periodic time series. In contrast, form  3.55, even
at a very high noise levelss  0.01d, we still observe
that the noisy time series follows closely the period
pattern of the clean signal. Note that, by calculatin
the probability density of the noisy system, Crutchfie
et al. [4] concluded that a period of 4 is the highest tha
remains in the primary2n cascade with a noise strength
of s  0.001. By inspecting the time series, we observe
however, that even withs  0.01 the noisy system still
follows closely the periodic pattern of the clean system
This is strong evidence that noise only masks the prima
2n period-doubling cascade.

A complexity may arise for a particular period-doublin
cascade, for example, the period(3)-doubling cascade
aboutm  3.83. When the noise is so weak that chao
has not been induced yet, the bifurcation sequence m
be simply masked by noise. When the noise is so stro
that chaos has been induced (or even the induced ch
has been destroyed), then the difference between differ
periodic states is lost, and the period-doubling cascade
inhibited.
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In summary, we have shown that noise can inde
induce chaos. Three basic ingredients are required for t
to happen. First of all, the noise level has to fall withi
a certain narrow range. Noise below this range wou
not be sufficient to induce chaos, whereas noise abo
this range would destroy the induced chaos, if cha
can indeed be induced. Second, when subject to a no
source of strength within this range, the adjacent chao
states should still behave chaotically on certain fini
scales. Third, and most important, the periodic state itse
when subject to weak noise, should undergo a process
is much more diffusive than the Brownian motion. Fo
a particular period-doubling cascade, when noise induc
chaos, the complete period-doubling sequence is inhibit
Otherwise, the cascade is simply masked by noise. W
note that these findings have also been observed in
semiconductor laser system [15].
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