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Measurement of the Helium23Py-23 P Fine Structure Interval
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We report the most accurate measurement of the helium fine structure splitting2 3Py P,
energy splitting i29616949.7 = 2.0 kHz. Laser saturation spectroscopy, heterodyne pure frequency
determination, and fluorescence detection were combined in a novel experimental approach. The
absence of external perturbing magnetic fields, used in earlier experiments, lends confidence to our
determined value and allows us to discriminate between contradictory results previously reported. This
result, when combined with expected advances in theory, should yield a new value of the fine structure
a, which may help clarify a presently puzzling experimental situation. [S0031-9007(99)08416-1]

PACS numbers: 32.10.Fn, 06.20.Jr, 42.62.Fi

Spectroscopy of simple systems is a powerful tool forreference (see the level scheme in Fig. 1). From our
fundamental studies, since the capability of high accuracyneasurement, a value far can be obtained with an
peculiar to frequency measurement combines with comaccuracy comparable to other existing determinations.
parably precise theoretical predictions. Comparison witiThis “direct atomic physics” determination af will
experimental results allows stringent tests for the theobe valuable, since, as for any fundamental physical
ries describing energy spectra: for simple atoms, sinceonstant, the consistency between measurements obtained
the discovery of the Lamb shift, such theory has beemwith very different techniques supports the reliability of
QED. Nowadays, QED is very well established, thereforehe value.
experiments are generally regarded as measurements ofThe fine structure of the *P level has been measured
the physical constants entering the theoretical calculationat Yale by the group of Hughes [11] and, more recently,
as parameters (e.g., Rydberg const&nt fine structure by Shineret al. [7]. Two different approaches were used:
constanta, the proton charge radius, etc.). Obviously,direct measurement in the microwave domain and “sub-
this procedure is meaningful only provided that the ex-raction” of optical transition wavelengths, respectively.
periments are paralleled by calculations of comparabl&or the 23Py-23P, interval, o, reported uncertainties
precision. are 0.7 ppm [11] and 0.1 ppm [7]. However, the sig-

The hydrogen atom has played a major role, as demomificant disagreement{5¢) makes a new measurement
strated by the work done in Paris and in Garching [1,2]highly desirable for the determination af Since the re-
which improved the accuracy of the Rydberg constant tquired accuracy, a few kHz, is about one thousandth of
better than one part in0''. Besides hydrogen, in the the23P level natural width, systematic effects need to be
last two decades helium has been gaining the status of @refully checked.

“simple system,” since an extension of the Dirac theory
has been employed to deal with its spectrum. Helium,
for instance, provides a unique playground to test the Energy (1000 Cm'l)

calculation of electron-electron Lamb shift, which is, of F 20
course, absent in hydrogen. Necessarily approximate, yet
very precise, calculations have been performed mainly by +-25
means of variational techniques [3]. These have proved
to be in good agreement with different experiments, in- T -30
vestigating the metastabkS states [4—8] and the ground
1S state [9,10]. +-35
With a view for measuring the fine structure constant
helium was early recognized to be a better candidate than T -40
hydrogen, due to its larger fine structure energy splitting
and longer lifetimes. Indeed, for tHxP state, the ratio T~ [eollision with electrons
of fine structure interval to natural linewidth is nearly (dc discharge)
, : , : . 1 -50
2 orders of magnitude higher in helium than in hydrogen. ( 118 .: -198.3)
This work provides a new measurement of the 0

3 Ml , .
2°Py-2°P; fine structur3e |nterv3al,z/01, obt;';uned as theé FiG. 1. The fine structure energy spliting is measured as
difference between th2’s, — 2°Py and2°S; — 2°P;  the difference of two optical transition frequenciea
transitions, both measured with respect to a common083 nm).
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Our experimental setup is based on the detection ofignals arising from residual amplitude modulation and
saturated fluorescence from a beam of metastable heliuthe Doppler pedestal.
atoms. We stress that detecting fluorescence insteadWe believe that a major improvement over previ-
of metastable atoms, though less efficient, enabled usus measurements is our shielding the interaction re-
to perform a measurement in the absence of any biagion against magnetic fields by means of a 1-mm-thick
magnetic field. high magnetic permittivity (mu-metal) cylinder together
Two lasers are employed: the first is the fixed-with a pair of internal Helmholtz coils. As discussed by
frequency reference oscillator (master laser) and thélughes and co-workers [14], with substantial magnetic
second is scanned across th€ lfesonances (slave laser). fields significant corrections have to be introduced to take
The laser sources are semiconductor diode lasers emitito account the quadratic Zeeman effect. In our expe-
ting at A = 1083 nm, whose linewidth is reduced to less rience, even with pure (better than 99.9%) polarized
than 200 kHz using the extended cavity configuration delaser beams, a magnetic field b uT shifted the mea-
scribed in [12]. We stabilized the master laser frequencyured fine structure separation by tens of kHz. Such shifts
on the saturated absorption signal of théS; — 2°P,  cannot be accounted for by simply admitting a slight el-
transition in a cell rf discharge. The slave laser is phaséipticity in laser polarization: an exhaustive explanation
locked to the master [12], with a frequency offset pro-probably requires taking into account simultaneously Lar-
vided by a microwave synthesizer: the scan across thmor precession and optical pumping, as in Ref. [15], to-
resonance is accomplished by a personal computer singether with photon recoil. In our experimental situation,
ply by varying in steps the frequency offset. In this way,the residual field measured with a commercial magne-
we control the frequency difference of the two lasers withtometer is lower thard.1 uT in a 1 cm® volume cen-
a precision of 0.2 Hz in 1 s (root Allan variance): there-tered around the interaction region. Final minimization
fore, the uncertainty of the slave laser frequency scan isf magnetic field is achievedh situ with the optical
determined only by the stability of the master laser fre-Hanle effect. This is a crucial point of difference with
quency (7 kHz in 1 s, root Allan variance). respect to previous measurements [7,11] that have been
The atomic sample is a beam of He atoms, excited t@erformed, respectively, with moderate (30 mT) and high
the metastabl@3S; level by means of a dc discharge, (between 10 mT an 0.2 T) magnetic fields.
similar to that described in [13]. Though helium atoms The collection optics have been carefully devised
are cooled to liquid nitrogen temperature before enteringo guarantee that all source points in the interaction
the discharge, they are subsequently heated by longitudiegion uniformly illuminate the photocathode. A single
nal electron collisions. Recording the Doppler profile ofacquisition is composed of 101 points, with an integration
the23S; — 23P,, we have measured the longitudinal ve-time of 0.5 gpt. The line is scanned twice, increasing
locity distribution of the atomic flux, which is well fitted and decreasing the frequency. All of the lines have been

by a “generalized Maxwellian”: fitted with the third harmonic component of a frequency
D modulated Lorentzian, allowing for an additive straight
— o (v/u)P exd—(v/u)?], (1) line which mimics the presence of the Doppler pedestal:
dv the fitting uncertainty for the linecenter is 10 to 20 kHz.

with 8 = 6.5(1) andu = 1.56(7) X 103 m/s. The trans- We accumulated 191 measurements of #heinterval

verse velocity distribution gives rise to a typical Doppler (see Fig. 2) over several months. The weighted average is
broadened linewidth of 120 MHz (FWHM). An estimate .
of the flux of metastablé@ 3, atoms is inferred from the vor(Sta) = 29616931.3 = 1.8kHz.
detected fluorescence to b@'> atomg's - str. We attribute the main source of statistical error to the ref-
The atomic beam is orthogonally probed by a linearlyerence frequency long-term instability and to fluctuations
polarized standing wave obtained by retroreflection from af the atomic beam intensity and velocity.
dielectric mirror. The power imbalance between the two A significant effort was devoted to identifying and
counterpropagating waves is as low as 1%, since all o&liminating any source of systematic effects.
the optical elements in the return path are antireflection A mutual misalignment of the counterpropagating laser
coated. The laser beam is given a Gaussian shapdmams combined with the strongly anisotropic velocity
intensity profile by spatial filtering with a pinhole. The distribution shifts each linecenter frequency by about
laser power is 0.150(15) mW and the waist us= 2.5 MHz/mrad. Randomization of this shift is accom-
2.12(14) mm, giving a peak intensity o2.1 mW/cn?  plished by periodic realignment of the retroreflected beam;
per beam. A photomultiplier monitors the resonancemoreover, it does not affect the fine structure interval
fluorescence collected over a solid angle(03 X 47 since it cancels in subtracting the transition frequencies.
sterad, around the direction orthogonal to both the laseFhe same cancellation occurs for second order Doppler
polarization and the atomic velocity. We employ third shifts [14.4(4) kHz for each transition frequency]. For
harmonic phase-sensitive detection (0.5 Hz bandwidth) teach transition, ac Stark shifts (light shifts) are calculated
increase the signal-to-noise ratio and to reduce spuriousom numerical solution of the optical Bloch equations,
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35 at least to understand the origin of the shift. First, we

] can consider that the radiation pressure collimates (decol-
limates) the atomic beam for red (blue) detuning, i.e.,
w; > wy (wp < wg). Second, we can consider that the
dipole force partially localizes the atoms at the antinodes
(nodes) of the laser standing wave, for red (blue) detun-
ing. In both cases, the fluorescence is higher on the red
side of the resonance than on the blue side. This causes a
shift of the linecenter towards the blue.

We have studied this radiation-force induced shift from
both the experimental and theoretical aspects. Experimen-
tally, we have changed the interaction time between atoms
and laser by varying the beam width along the direction
of flight of the atoms. To this purpose, an adjustable slit
was placed in the path of the laser beam and imaged onto
the interaction region with a suitable optical setup avoid-
ing wave front distortion. Then, we have remeasured the
vo; interval with a 0.95 mm wide laser beam and found a
difference of+9.4(2.1) kHz with respect to the value ob-
tained without the slit. On the theoretical side, a simple
1D model based on the optical Bloch equations was

-75 -50 -25 0 25 50 75 solved by numerical integration: it confirmed the origin of
Frequency - 29616931.3 (kHz)  the shift and proved that it is not spurious. The analysis
) . was carried out for both experimental situations, with and
FIG. 2. Histogram showing the spread of trgi measure- \yithout the slit. The calculated shifts of the; interval
ments around the stafistical mean (15 Kbin). are—3.0(5) and—11.7(9) kHz, respectively. Their differ-
ence,+8.7(1.0) kHz, is in very good agreement with its
more accurate than the simple formula derived frommeasured value. Therefore, we have introduced a correc-
second order perturbation theory; we applied a correctiotion of +11.7(9) kHz over thew(; value obtained without
of —0.49(6) kHz to the measured interval. Experimen- the slit.
tally, a check was done by doubling the laser power, and All of the above corrections are summarized in Table 1.
we did not find any appreciable difference. Thanks toOur final value for thevy, fine structure separation is
the mu-metal shield, the error arising from the residual o1 = 29616949.7(2.0) kHz.
magnetic field is estimated to he0.3 kHz.
The calibration of the microwave synthesizer time bas

has introduced the largest correction to measured . .
g the In Table Il, we compare with previously reported

value: 2.44(1) parts imn0’. However, it does not spoil the . : i
attained accuracy since it is exactly determined by commeasurements and with the latest theoretlpal resul't [18]:
ur result is closer, yet not in agreement, with the slightly

parison with a Rb frequency standard traceable to cesiurf X .
primary standards with an accuracy of 1 part@d'. The less accurate value of Re_f. [7]. Also, we notice a mild
uncertainty associated with this correction arises from thggreement with an unpubllshed _Iess precise measurement
measured long-term stability of the synthesizer. perfor.med at Harvard, in a ce_II dlscharge [19].

Momentum exchange between atoms and laser photonsc.)v.vIng to many cancell'atlons, fine structure energy
gives rise to radiation forces, whose effects are generi§p||tt|ngs are calculated with a better absolute accuracy
cally referred to as “laser cooling.” Generally neglected
in high precision spectroscopy, multiple atomic recoilSTABLE I. Budget of corrections and uncertainties; all the
have nonetheless proved to be relevant [16]. In heliumyalues are in kHz.
due to the low atomic mass, the transition linecenter can Statisticalvy, value 29616931.3(1.8)
indeed be offset; on the clos&?s, — 23P, transition _
we have observed line shifts as large as 10% of the na@i¢ Stark shift —0.49(6)

30-5
20-5

101

The 68 ppb accuracy is the best achieved so far in helium
ine structure measurements.

ural linewidth for interaction times tenfold longer than Residual magnetic field <03

3 At _ “ »  Second-order Doppler <0.002
the2°P level Ilfetlme_zl(q- = 97.88 ns) [17]. The “open Residual amplitude modulation <01
238, — 23Py, transitions are much less affected by Me- sy nthesizer calibration £72303)
chanical effects since, after a few absorption—spontaneoygcoil-induced shift +11.709)

emission processes, atoms are rapidly pumped into “darklg

o . inal I 29616949.7(2.0
Zeeman sublevels. Two qualitative arguments permit us & Yo Vale (2.0)
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TABLE Il. Comparison of this work with previous measure- [1] T. Udemet al., Phys. Rev. Lett79, 2646 (1997).

ments and the theoretical prediction. [2] B. de Beauvoiret al., Phys. Rev. Lett78, 440 (1997).

[3] G.W.F. Drake, inLong-Range Casimir Forces: Theory
and Recent Experiments on Atomic Systeedited by

vo; value (kHz) Difference (kHz)

This work 29616949.7(2.0) F.S. Levin and D. A. Micha (Plenum, New York, 1989).
Shineret al. [7] 29616 962(3) -12(3) [4] W. Lichten, D. Shiner, and Zhi-Xiang Zhou, Phys. Rev. A
Hugheset al. [11] 29616 844(21) +106(21) 43, R1663 (1991).

Theory [18] 29616 974(10) —24(10) [5] E:l.é]éjansonettl and J.D. Gillaspy, Phys. Rev43 R1

] [6] F.S. Pavone, F. Marin, P. De Natale, M. Inguscio, and F.
than energy levels. Early in 1974, Douglas and Kroll [20] Biraben, Phys. Rev. Let73, 42 (1994).

identified all of the contributions of orde?(mc?a®), but  [7] D.L. Shiner, R. Dixson, and P. Zhao, Phys. Rev. Lett.
these are not sufficient to reach a precision of 1 kHz. Re- 72,1802 (1994); D. L. Shiner and R. Dixson, IEEE Trans.
cently, a full derivation of term® (mc*(a’ + o’ loga)) Instrum. Meas44, 518 (1995).

has been carried out [21], but only ter@$mc?a’ log a) [8] C. Dorreret al., Phys. Rev. Lett78, 3658 (1997).

have been fully evaluated (i.e., their expectation values[9 K.S. Eikema, W. Ubachs, W. Vassen, and W. Hogervorst,
have been calculated). As soon as the evaluation of all1 Phys. Rev. A55, 1866 (1997).

; ; : 0] S.D. Bergesoret al., Phys. Rev. Lett80, 3475 (1998).
terms O(mc?a’) is completed, the uncertainty ok, is _ .
expected to reduce to the 1 kHz level [18]. [11] A. Kponouet al., Phys. Rev. A24, 264 (1981); W. Frieze,

. E.A. Hinds, V.W. Hughes, and F. M. J. Pichanick, Phys.
We can speculate that our measurement combined o, A24 279 (1981).

with a 1 kHz accurate theoretical prediction will yield [12] M. prevedelli, P. Cancio, G. Giusfredi, F.S. Pavone, and

a value fora with a 38 ppb uncertainty. In view of M. Inguscio, Opt. Commuri25, 231 (1996).

the forthcoming adjustment of physical constants, it iS[13] G. Giusfredi, A. Godone, E. Bava, and C. Novero, J. Appl.

instructive to compare the above precision with that of Phys.63, 1279 (1988).

alternativea measurements. [14] S.A. Lewis, F.M.J. Pichanick, and V.W. Hughes, Phys.
At present, the most accurate (3.8 ppb) valuexois Rev. A2, 86 (1970).

inferred from the electron magnetic anomgly— 2 [22]:  [15] B. Rohrichtet al., Phys. Rev. A50, 2434 (1994).

a~! = 137.035 99993(52). The measurements of the [16] M.G. Prent|s§ and S. Ezekiel, Phys. Rev. L&6, 46

von Klitzing constantRx = h/e2, via the quantum Hall, (1986); R. Grimm and J. Miynek, Phys. Rev. L&8, 232

. (1989); V. Sautenkov, R. Gamidov, and I. TaskinLaser
effect and of the Planck constant to neutron mass ratio, Spectroscopy Xlkedited by M. Inguscio, M. Allegrini, and

by means of neutron interferometry, provide values A. Sasso (World Scientific, Singapore, 1996).
with 24 ppb [23] and 39 ppb [24] accuracy, respectively,17] petails about the numerical calculations will be published
which are in agreement with thg, — 2 value [25]. elsewhere.

But a discrepancy as large as 0.25 ppm appears for thj@g] T. Zhang, Z.-C. Yan, and G. W.F. Drake, Phys. Rev. Lett.
a value measured via the Josephson effect [26]. Our 77, 1715 (1996); T. Zhang and G. W. F. Drake, Phys. Rev.
measurement, together with the foreseen improvement in A 54, 4882 (1996).
theory, should lead to a new atomic determinationxof [19] J. Wen, Ph.D. thesis, Harvard, 1996. The value herein
which will hopefully clarify this situation. reported isvo; = 29616 936(8) kHz.
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