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We discuss a novel mechanism for obtaining a spin-gap state through the creation of a coh
spin-orbital structure in systems with orbital degeneracy. Using the density matrix renormaliza
group, we calculate the phase diagram for a coupled spin-orbital model. We find that, in add
to ferromagnetic and power-law antiferromagnetic phases for spin and orbital degrees of free
this model has a gapless line extending from the ferromagnetic phase to the Bethe ansatz so
SU(4) critical point, and a gapped phase with doubly degenerate ground states which form altern
spin and orbital singlets. The relevance to several recently discovered materials is discu
[S0031-9007(98)07919-8]
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The problem of appearance of spin gaps in different sy
tems and in different situations is one of the central pro
lems in the physics of quantum spin systems nowada
[1–3]. There are several mechanisms traditionally in
voked to explain the opening of a spin gap: Haldane-ga
in spin-one chains, spin-Peierls mechanism, even-leg s
ladders, frustration as in Majumdar-Ghosh models, et
We show in our work that there exists yet another, un
known until now, possibility to open a spin gap. Although
mathematically closely related to the spin-ladder and spi
Peierls systems, this new mechanism is physically qu
different. It arises in systems with spin and orbital degen
eracy and requires coherence over neighboring atoms
both degrees of freedom. We also motivate such a sp
orbital model from a quantum-chemical analysis of re
cently discovered spin-gap materials Na2Ti2Sb2O [4] and
NaV2O5 [5] and discuss the relevance of this new phase
them.

The two-band Hubbard model is well known in contex
of magnetic insulators with Jahn-Teller ions [6]. The
Hamiltonian is

H 
X

t
ab
ij c1

iascjbs 1
X

sasdfisbs0d
Uabniasnibs0 , (1)

where i, j are site indices,a, b  1, 2 the orbitals, and
s, s0 the spin indices. Quarter filling of the bands
amounts to one electron per atom. In the strong couplin
limit this system is a Mott insulator, the state of eac
ion can be characterized by a spinSi, and the orbital
state can be mapped into a pseudospinT  1y2 so that
orbital one corresponds toTz  1y2 and orbital 2 to
Tz  21y2. Thus in the strong coupling limit, the
effective spin-pseudospin Hamiltonian in one dimensio
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becomes [6]

H  J1

X
i

$Si ? $Si11 1 J2

X
i

s $Ti ? $Ti11 1 ATz
i Tz

i11d

1 K
X

i

$Si ? $Si11s $Ti ? $Ti11 1 BTz
i Tz

i11d . (2)

The simplest assumptionst11  t22  t, t12  0, together
with a singleU, lead to

H 
X

i

fJ1
$Si ? $Si11 1 J2

$Ti ? $Ti11

1 Ks $Si ? $Si11d s $Ti ? $Ti11dg (3)

with J1  J2  Ky4. This special point has SU(4) sym
metry. However, there are many ways in which one c
find deviations from these parameters. For example
was shown by Arovas and Auerbach [7] in the conte
of C60 that more than oneUab lead to the Hamiltonian
in Eq. (3) with the SUs2d 3 SUs2d symmetric parameter
space reducing toJ1 1 J2  Ky2, but with J1 not neces-
sarily equal toJ2.

Here we study the ground states of this model wi
SUs2d 3 SUs2d symmetry with arbitraryJ1, J2, and posi-
tive K. The calculated ground-state phase diagram
shown in Fig. 1, where the Arovas-Auerbach line,J1 1

J2  Ky2, is shown by the dotted line (which goes throug
point A). It is well known that the presence of orbita
degrees of freedom can alter the nature of spin ord
giving rise to both ferromagnetism and antiferromagnetis
[6]. The ground states in phases I, II, and III are know
exactly. They are direct products of spin and pseudos
ground states. In phase I both spin and pseudospin deg
© 1998 The American Physical Society
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FIG. 1. Phase diagram for the model in Hamiltonian (3) i
the J1yK, J2yK parameter space. Thick solid lines are 1s
order phase boundaries andBA is a critical line. See text for
details.

of freedom are fully polarized ferromagnets. In phase
the pseudospins are ferromagnetic, whereas the spins
antiferromagnetic and their ground state is the Bethe ans
ground state of the spin-half antiferromagnetic chain.
phase III, spins and pseudospins are interchanged w
respect to phase II. All these three phases are conventio
magnetic phases appropriate for 1D, with gapless s
excitations. We will concentrate in the rest of the paper
the region IV, which we show has an excitation gap, an
the critical lineAB, where gapless excitations exist. Ther
are two other points in the phase diagram, where the grou
state is known exactly. The pointA has SU(4) symmetry
and is also Bethe-ansatz integrable [8]. It has gaple
excitations and power-law correlations. The exact grou
state for pointC was recently obtained by Kolezhuk and
Mikeska [9]. This ground state is doubly degenerate a
there is a gap in the excitation spectrum.

To determine the properties of the region IV and the lin
AB, we turn to numerical methods. We use the dens
matrix renormalization group (DMRG) method [10] to
calculate the ground state, the excitation gap, and the s
and orbital correlation functions. The overall features
the method remain essentially the same for this proble
as for the Heisenberg spin problems [11]. As the syste
possesses a global SUs2d 3 SUs2d symmetry, we define a
single site with four states from the spin and orbital degre
of freedom and ensure that at every iteration bothSz

tot and
Tz

tot are preserved as good quantum numbers.
We have used periodic boundary conditions throug

out this study and have verified our results extensive
The ground-state energy for pointC (see Fig. 1) is cor-
rect to numerical accuracy and the lowest excitation g
calculated to be0.3756 in units of K compares with the
variational estimate of0.375 [9], with the DMRG cut-
off, m  100. At the SU(4) point (pointA in Fig. 1), the
n
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ground-state energy is accurate with that obtained by
Bethe ansatz [8] to the fourth significant decimal place a
the excitation gap vanishes to numerical accuracy. W
also verify the ground-state energies and quantum nu
bers of phases I, II, and III and obtain their phase boun
aries by DMRG. In all our calculations described belo
we have kept the cutoffm to be120 , m , 150. All the
calculations are repeatedly checked by exact diagonal
tion results for small system sizes, and we report here
results for system sizes up toN $ 30. Note that each site
contains a spin and an orbital variable.

We have calculated the excited state energies in
subspace ofsStot

z , T tot
z d  s1, 1d while the ground state

remains insStot
z , T tot

z d  s0, 0d subspace. For the lineBA
as well as for the whole of the incommensurate line (li
AD in Fig. 1), we have calculated the excitation gaps fro
theN  4n data. This is to avoid many-fold ground-sta
degeneracy forN  4n 1 2 [12]. Furthermore, to obtain
these gaps in the thermodynamic limit, the calculat
finite-size gaps, for theN  4n systems are fitted with a
function of the form

DsNd  D 1 AyN 1 ByN2 1 CyN3 1 . . . . (4)

We find that the SU(4) critical pointA is the end point
of a critical lineAB, where the pointB is a special point
where the ground state is infinitely degenerate. TheT  0
entropy is finite at this point ($ ln 3). In fact, ground
states of the whole of the boundary lines of the ful
ferromagnetic spin and pseudospin phase are infinit
degenerate and the ground-state entropy is calculate
be $ln 2 [13]. Note that this finite entropy ground stat
is quite uncommon for interacting quantum many-bo
systems.

At the SU(4) pointA, we have verified that the spin
structure factor peaks atq  py2 and the decay of the
power-law real-space correlations are consistent with
3y2 power [14]. Furthermore, all along the open interv
AB, the structure factor peak remains atq  py2. Also
on this open interval, the ground state is a singlet and
spin and pseudospin gap remains zero. Numerically
find that the gap opens with an exponent of1.5 6 0.25
along the lineAD close to the pointA.

The pointC is known to have degenerate ground sta
which can be written as a matrix product consisting
alternating singlet bonds in both the spin and orbi
variables [9]. There is a finite correlation length and t
ground-state spin structure factor peaks atq  p. Along
the line AC above the SU(4) pointA, the ground state
remains doubly degenerate with a spin gap (see Fig.
This gap goes through a maximum atJ  J1  J2 
s0.5 6 0.02dK, while going from pointC to pointA where
it vanishes to zero. Along this line, from pointA to the
point where the gap becomes maximum (pointD in Fig. 1),
the spin as well as the pseudospin pair correlations
incommensurate. The peak in the structure factor mo
from q  p at D to q  py2 at A.
5407
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Consider now the line which runs from pointC to
infinity with equalJ1yK andJ2yK values. All along this
line, the spin correlations stay peaked at (q  p) and there
is a finite spin gap. In the smallKyJ limit, the results are
similar to those found for the ordinary spin ladder, wher
a gap opens for any finite interchain coupling. Our resu
are consistent with those of Nersesyan and Tsvelik [15] a
Mostovoy [16] in that the gap is linear inKyJ. In Fig. 2,
we plot the lowest excitation gap in units ofJ  J1  J2,
as a function ofKyJ.

Over the entire region IV, the ground state withN  4n
is doubly degenerate. It is a spin and pseudospin sing
with a finite excitation gap. These results are in accordan
with the Lieb-Schultz-Mattis theorem [17]. Furthermore
it has the same broken symmetry as the exactly solv
point C. This is verified by calculating the square of th
order parameter

Q2si 2 jd  ksSz
i Sz

i11 2 cd sSz
j Sz

j11 2 cd
1 sTz

i Tz
i11 2 c0d sTz

j Tz
j11 2 c0dl (5)

for large i 2 j, where Sz
i and Tz

i are thez component
of spin and pseudospin operators, respectively.c and
c0 are the average of two-particle correlations, i.e.,c 
1yN

P
ikS

z
i Sz

i11l andc0  1yN
P

ikT
z
i Tz

i11l, andN is the
number of spin-orbital pairs. We find thatQ2 remains
finite in this phase.

We now turn to some recently synthesized spin-ga
materials for which this model is relevant. The mate
rial Na2Ti2Sb2O was recently found to have a finite tem

0.0 1.0 2.0 3.0 4.0
K/J

0.0

0.3

0.6

∆/J

FIG. 2. Lowest excitation gap in units ofJ as a function of
KyJ for the line from pointA to infinity through pointsD and
C as in Fig. 1.
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perature phase transition atTc ø 110 K [4]. Below this
temperature the uniform susceptibility drops sharply wit
out any formation of magnetic order, and shows activat
(spin-gap) behavior. No lattice dimerization was observ
either by x-ray or by neutron scattering. In this materia
the spin-half Ti31sd1d ions form a square lattice. Thus
this behavior is in marked contrast to the undoped cuprat
which show antiferromagnetic order.

This material has inverse “K2NiF4” structure, consisting
of layers of oxygen ions forming square lattice, and Ti ion
sitting in between them. The Sb ions are located abo
and below the centers of oxygen plaquettes as shown
Fig. 3a. Each Ti ion is surrounded by four Sb ions and tw
oxygens, forming approximate octahedron. In this loc
tetragonal coordination, the triply degeneratet2g levels are
split into doubleteg anda1 levels. Because of its 4-fold
coordination, the oxygen levels lie well below the Ferm

FIG. 3. (a) Structure of the material Na2Ti2Sb2O. (b) The
formation of doubly degenerate chains in Na2Ti2Sb2O. Here
only one-half of each octahedra O4Sb2 is shown for clarity. De-
generated orbitals of Ti and overlapping with themp orbitals
of Sb are shown (white and black orbitals, respectively). Tw
sets of mutually perpendicular degenerate chains are form
this way [see (a)].
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energy [18]. As the covalency of the Ti-Sb bond, whic
gives the main contribution to the crystal-field splitting, i
very strong, theeg doublets should lie lower in this case
Thus the ground state of Ti contains oned electron in
a doubly degenerate orbital, which choosing the O-Ti-
axis as thez axis are thedxz and thedyz orbitals. These
orbitals overlap through strongp hybridization with the
correspondingps orbitals of Sb thus giving rise to two
independent one dimensional structures extending alo
two mutually perpendicular axes of the crystal (Fig. 3b
Thus to a first approximation this represents a qua
1D quarter-filled 2-band system and a perfect physic
realization of Eq. (3).

Magnetic properties of the material Na2Ti2Sb2O are
qualitatively consistent with the gapped phase form
due to interplay between spin and orbital degrees
freedom discussed here. Nevertheless, more experime
efforts are clearly needed to investigate the relevant atom
orbitals and the nature of the low temperature pha
of this system. It is also interesting to note that th
isostructural material Na2Ti2As2O (where As replaces
Sb) in many respects shows similar behavior above
certain temperature with a gradual reduction in magne
susceptibility as the temperature is lowered but also sho
some evidence for ferromagnetism at very low temperatu
[19]. This could be expected from changing parameters
the spin-pseudospin models discussed above.

Another material that has recently received considera
attention is NaV2O5. This material is also a two-band
quarter-filled quasi-1D Hubbard system [20]. In this cas
the two orbitals arise from two chains of a ladderlike stru
ture. Hence pseudospin ordering corresponds to charge
dering on different atoms [21–23]. It has been argued th
in this material the spin gap may be entirely due to char
ordering [23]. We note that at the SU(4) point, the sp
and pseudospin correlations are peaked atpy2 and this is
different from the period 1 and period 2 (ferromagnetic an
antiferromagnetic) charge ordering scenarios, which ha
been discussed before. In the spin-gap phase discus
here, all atoms remain in an equivalent charge state. T
question of whether such an alternating spin and orbital c
herence between neighbors plays any role in this mate
deserves further attention.

In conclusion, we have presented here a new physi
mechanism for the formation of spin-gap in quantum sp
systems by coherently tying together the spin and orbi
degrees of freedom. Using the density matrix renorm
ization group, we studied a 1D SUs2d 3 SUs2d spin-orbital
model. We find that this model has a rich phase diagra
where in addition to conventional ferromagnetic and an
ferromagnetic phases in the spin and orbital variables, th
is a large region with a broken symmetry gapped pha
where the system forms an alternating pattern of spin a
orbital singlets. Other interesting findings are the exi
tence of a gapless critical line which runs from the full
h
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polarized ferromagnetic phase to the Bethe ansatz solu
SU(4) critical point, and the presence of incommensura
spin correlations in certain parts of the gapful phase. Th
relevance of these findings to various recently discovere
spin-gap materials is discussed.
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