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Aging in K12xLixTaO3: A Domain Growth Interpretation
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The aging behavior of the ac susceptibility of randomly substituted K12xLi xTaO3 crystals reveals
marked differences with spin glasses in that cooling rate effects are very important. The response to
temperature steps (including temperature cycles) was carefully studied. A model based on thermally
activated domain growth accounts for all the experimental results, provided one allows for a large
distribution of pinning energies, in such a way that “slow” and “fast” domains coexist. Interesting
similarities with deeply supercooled liquids are underlined. [S0031-9007(98)07804-1]

PACS numbers: 77.84.Dy, 64.70.Pf
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The ac susceptibility of “glassy” materials become
time dependent at low temperatures: this is the aging ph
nomenon [1]. Such a behavior has been observed on s
glasses [2], on disordered dielectrics such as ammoni
perchlorate [3] or K12xLi xTaO3 (KLT) (which is an ori-
entational glass [4–6]), and more recently on a deep
supercooled liquid (glycerol) [7]. All these systems sha
common properties, but also important differences. Th
prominent features are the following.

(i) When the system is cooled to a certain temperatu
T1 below the glass transitionT0, its frequency dependent
response (which in the present paper is the real part of
dielectric constante0) depends on the timeDt since the
quench. This dependence can be parametrized as [1]

e0sv, td ­ e0
STsvd 1 fsDtdgsvd , (1)

wherefsDtd is a (slowly) decreasing function describing
the aging part ande0

STsvd is the stationary part of the
response. In spin glasses, the functionsfsud and gsud
both behave similarly (asu2b [2,8]), which means that the
aging part of the response obeys approximatively a simp
v ? Dt scaling (but see [1,2]). On KLT crystals,gsvd is
nearly independent of frequency, at least for temperatu
not too close toT0, while fsDtd behaves as a power law
with a small exponent [5] or a logarithm; see Fig. 1. Th
situation is intermediate for glycerol, where the variatio
of gsud is somewhat weaker than that offsud [7].

(ii) The stationary part of the susceptibility is nearly in
dependent of the cooling rateR in spin glasses [10]. This
is in striking contrast with the case of KLT, wheree

0
STsvd

markedly depends on the cooling rate (see Fig. 1), decre
ing roughly as logR, as the cooling rate is reduced. In
other words, the apparent asymptotic value of the diele
tric constant depends on the history, and thus certainly ca
not be associated with an “equilibrium” response functio
Several cooling histories were probed in Ref. [5], with th
conclusion that it is essentially the time spent aroundT0
which determines the value ofe

0
STsvd.
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(iii) Upon a negative temperature cyclingT1 ! T2 ­
T1 2 DT ! T1, the ac response function shows bothre-
juvenationandmemory,in the sense that new out of equi
librium processes are induced during the low temperatu
interval, but are erased once the temperature is back
T1: dynamics resume as if the intermediate regime had n
taken place. Memory is nearly perfect in spin glasses wh
DT . 1 K, while in KLT (or glycerol) there appears an in
teresting “overshoot”—see Fig. 2—before the dynami
corresponding to the initial temperature can resume. T
amplitude of this overshoot grows with the timet2 spent
at temperatureT2.

The aim of this paper is to develop a picture base
on domain growth impeded by static impurities, whic
accounts very well for all the experimental data on KLT
The relation with the “droplet picture” for spin glasses wi
also be discussed. Interestingly, the similarities betwe
KLT and glycerol suggest that some sort of pinned doma
growth, with a characteristic length scale, might also b
present in supercooled liquids.

When lithium is absent, KTaO3 is known to be an
“incipient” ferroelectric atT ­ 0, where quantum fluc-
tuations prevent total ordering. Thus, the ferroelectr
correlation lengthjsT d is expected to be large at low tem
peratures: assuming thate ~ j2, one finds thatjsT d ~

1y
p

T . When lithium ions are randomly substituted, the
create large local dipoles which are known to freeze ind
vidually aroundT0 ­ 40 K, due to the energy barrier for
dipole reorientation. Below this temperature, the lithium
ions can thus be seen as giving rise to a random static e
tric field, which acts as a pinning field for the ferroelec
tric domain walls [11]. The growth of the ferroelectric
order towards its equilibrium valuejsT d is thus strongly
impeded. The model we have in mind is thus the rando
field Ising model (RFIM)aboveits ferromagnetic transi-
tion, but close to it so that the equilibrium domain size
somewhat larger than the lattice spacinga. A numerical
simulation of the three dimensional RFIM with differen
© 1998 The American Physical Society 4987
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FIG. 1. Plot ofe0svy2p ­ 100 kHz, td for KLT (x ­ 0.025)
as a function of the timeDt ­ t 2 t1 spent at temperature
T1 ­ 4.2 K, for various cooling rates:R ­ 0.045, 0.024,
0.011, 0.0058 Kys. The slowest cooling rate corresponds to th
lowest value of the apparent asymptotee

0
STsvd. Insets: EXP,

same data, in a log-linear scale; RFIM, numerical simulation
the time evolution of the domain wall density in the 3D random
field Ising model, for different numerical cooling rates [9]
Note that the simulation actually corresponds to much smal
times than the experiment; this is why the rate of changes
the former case is much larger than in the experiment.

cooling rates actually reveals qualitatively similar feature
(Fig. 1—inset) [9].

In the presence of pinning, several arguments [1
suggest that the typical energy barrier which impedes up
the motion of a domain of sizeR is of the order ofEsRd ,
Y

°
R
a

¢
u whereu . 4

3 for nearest neighbor interactions in
three dimensions andY is an energy scale which depend
both on the random fields and on the surface energy of t
domain walls. Note that dipolar fields are long range, s
thatu might have a somewhat larger value (u , 2). The
effect of pinning becomes noticeable whenEsRd . kT .
For large times, the growth law is thus governed by therm
activationt . t0 expf EsRd

T g, wheret0 is a microcopic time
scale, and the Boltzmann constantk has been set to one.
One thus obtains [12]

Rstd .
∑

T
Y

logst 1 eYRu
0 yT d

∏1yu

R0 ­ Rst ­ 0d ,

(2)

where from now on we measuret in units of t0 andR in
units of a. Equation (2) holds until the equilibrium size
jsT d is reached, beyond which domains no longer grow
Taking the derivative of Eq. (2), one obtains the growt
4988
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FIG. 2. Effect of a negative temperature cycle one0svy2p ­
100 kHz, td for KLT (x ­ 0.011). The first period is spent at
temperatureT1 ­ 18.4 K during 40 000 sec, then the sample is
cooled to4.2 K for a time t2 ­ 40 000 sec, and heated back
again toT1. The “overshoot” can be seen at the beginning o
the third period, wheree0sv, td has a nonmonotonic behavior.
We have shown in the inset an expanded view of the oversho
region.

rateGst, T d, in which the temperature can now be consid
ered as time dependent, for example, asT std ­ T0 2 Rt.
Noting that att ­ 0 domains are in equilibrium atT0 [i.e.,
R0 ­ jsT0d], one can integrate backGssst, T stdddd and find
the domain size as a function of time at temperatureT1.
In order to compare with experimental results, we mak
the natural assumption that the domain walls contribute
the dielectric susceptibility proportionally to their total sur-
face. Per unit volume, this leads to an excess susceptibil
given by

De0sv, td ~ kRstd2lykRstd3lgsvd , (3)

wheregsvd is the (frequency dependent) wall mobility and
k· · ·l denotes an average over all the domain sizes pres
in the sample. Numerically, however, this simple mode
fails to reproduce the experimental results in the follow
ing sense:Y is either too small, and one observes a deca
of e0 which can be slow but towards an asymptotic valu
which is independent of the cooling rate, or too large, i
which casee0 indeed strongly depends on the cooling rat
but does not relax at all atT1 (at least over the experimen-
tal time window). Thesimultaneousobservation of the
two effects actually requires some fast growing domain
coexisting with slower ones, corresponding to different lo
cal barrier heightsY. This is actually expected: since the



VOLUME 81, NUMBER 22 P H Y S I C A L R E V I E W L E T T E R S 30 NOVEMBER 1998

the

he

-

m

en-
ze
mp

of
(2)

ich
nts

tep.
af-
ics

-

le-
d

s.
ee
ed

s
,
d
n

dels
n
ls

nce
ote
s
ds
th

ge

fect
let
e

ble
e

pinning field is random, Eq. (2) can describe only a typic
behavior, with large fluctuations corresponding to partic
larly efficient (or inefficient) pinning regions. We shal
thus assume thatY has a rather broad distribution. Let u
consider the situation at timet1 when the temperatureT1
is first reached (i.e.,T0 2 Rt1 ­ T1). There, three types
of domains can be distinguished.

(i) “Fast” domains, which have been able to remain
equilibrium during the whole cooling phase, and follow
the evolution of the equilibrium lengthj. Their size is
thusjsT1d, and they evolve no further aftert1. Imposing
that Gst, T d . djydt, one can check that fast domain
correspond toTp , ,T

11uy2
1 yT

uy2
0 , whereTp ­ YjsT0du

is the “initial” pinning energy and, is approximately
given by lnfT1yRt0g.

(ii) “Slow” domains, which are in equilibrium in the
first stages of the cooling process, but fall out of equ
librium before the temperature reachesT1. This occurs
when the domain growth rateGst, T d becomes less than
djydt, which occurs at a temperaturesT2

pTu
0 y,2d1ys21ud.

This corresponds to,T
11uy2
1 yT

uy2
0 , Tp , ,T0.

(iii) “Frozen” domains, which fall out of equilibrium as
soon asT , T0 because of a large local pinning energ
Tp . ,T0. Of course, these domains are not really froze
but evolve only on extremely long time scales.

Collecting the contribution of these different domain
to kRst1d2lykRst1d3l, and assuming that the scaleTp of the
distribution of pinning energiesTp is much larger than
,T0, we find [13] that the contribution of the walls to the
dielectric susceptibility is proportional to1 2 a,T0yTp,
where a is a certain function ofT1yT0 [13]. Hence,
this model predicts that the excess dielectric susceptib
ity (measured bye0

ST) is linear in lnR, as indeed re-
ported in [5]. The model also allows us to comput
the temporal evolution ofe. Physically, after a time
t1 1 Dt, the “fastest” slow domains have managed
reachjsT1d, while the others slowly grow. Adding the
different contributions, we find that, for largeDt [more
precisely for,sT1yT0ds12udy2 ø ln Dt ø TpyT0], the di-
electric constant decreases as2bT0yTp ln Dt, whereb is
another function ofT1yT0 (but independent ofR). This
logarithmic decay is again in good agreement with the e
perimental data (at least for large enoughDt): see Fig. 1.
Of course, for exponentially long times, all domains (eve
the frozen ones) reach their equilibrium sizejsT1d; the
point is that the logarithm is such a slowly varying func
tion that, even on the rather long time scales investiga
here (3 3 105 sec), the dielectric susceptibility appears t
asymptote a logarithmically cooling rate dependent val
e

0
STsvd.
The interpretation of the cycling experiments, shown

Fig. 2, follows very similar lines [14]. The main ingredi-
ent is again the existence of the fast and slow domains d
cussed above. When the temperature is reduced fromT1 to
T2, the equilibrium lengthj suddenly increases. Hence
the fast domains are driven out of equilibrium and mu
restart growing. Since the temperature has decreased,
al
u-
l
s

in

s

i-

y
n

s

il-

e

to

x-

n

-
ted
o
ue

in

is-

,
st
this

is now a slow process, which accounts for the fact thate0

decreases much like after the initial quench. (Note that
large positive instantaneous change ofe0 is due to the bulk
contribution which is itself temperature dependent.) T
slow domains, which were already slow atT1, are com-
pletely frozen atT2 and hardly move. Now, when the sys
tem is heated back toT1, two things happen. First, the
fast domains now have to shrink back to their equilibriu
size. They have grown beyondjsT1d during their stay at
lower temperature, and consequently, the domain wall d
sity is smaller than it should be. However, since the si
of these domains is large, the barriers they have to ju
are now high atT1 and their shrinking is very slow. A
more efficient process then occurs: internal nucleation
smaller domains. These nuclei grow according to Eq.
from an initial size of the order of the lattice parametera,
until they reach the equilibrium domain sizejsT1d. This
growth, rapid at the beginning, generates new walls wh
induce an increase of the dielectric constant. This accou
for the overshoot observed just after the temperature s
Second, the slow domains, which have been nearly un
fected by the temperature decrease, resume their dynam
in perfect continuity with the first period of time. Concern
ing the overshoot, its amplitudeAst2d depends on the time
t2 spent at low temperature, since the number of net nuc
ation of domains is proportional to the volume occupie
by domains which have grown beyondjsT1d. We thus ex-
pectAst2d to grow slowly witht2 [sinceRst2d grows only
logarithmically] and then to saturate for very long time
This is indeed what one observes experimentally: s
Fig. 3. The overshoot contribution can be parametriz
asAst2d exp2sDtyt1d, whereAst2d decreaseswith T1,
a feature which our model also predicts [13].t1, on the
other hand, only weakly depends ont2 or T1 (see Fig. 3).

Finally, we would like to discuss the difference
between domain growth in a random field-like system
which we argue to be a good model for KLT crystals, an
“droplet” growth in spin glasses [15–17], which has bee
advocated to be the relevant picture (as opposed to mo
inspired from Parisi’s mean field “hierarchical” solutio
[8,18,19], or exactly soluble dynamical mean field mode
[1,20]). First of all, domain growth cannot be trivial in
spin glasses, otherwise strong cooling rate depende
would be seen, for example, in the apparent asympt
of x 0sv, td, as is observed in KLT (see Fig. 1). Thi
is avoided by arguing that the growing “phase” depen
chaotically on temperature [15–17], and thus the grow
of the domains at temperatureT 1 DT is useless to bring
the system closer to equilibrium atT . The rejuvenation
effect seen in KLT was attributed above to a chan
of the finite equilibrium correlation lengthj when the
temperature is reduced, which leads to an overshoot ef
not observed in spin glasses. Conversely, in the drop
picture, the equilibrium size of the domains is infinit
[16]. The interpretation ofrejuvenationis then related to
the fact that domains of the new phase (i.e., the one sta
at temperatureT2) do grow at the expense of the old phas
4989
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FIG. 3. Amplitude of the overshootAst2d as a function of
the time t2 spent atT2 ­ 4.2 K, in log-linear scales, and for
different temperaturesT1. Note thatA increases roughly as
ln t2 and decreases whenT1 increases. Inset: Dependence o
the relaxation time of the overshoott1 on t2. They-axis scale
is 0 2000 sec.

(the one stable at temperatureT1). However, this must
also be compatible with the observedperfect memory
upon reheating. How this is possible is still very muc
a subject of debate (see, e.g., [10,19]), but the conclus
that different phases must somehow coexist (at least
finite times) appears difficult to avoid.

To summarize, we have argued that the observed ag
effects and strong history dependence of the dielectric s
ceptibility in KLT crystals could be understood in terms
of slow, inhomogeneous ferroelectric domain growth i
the presence of random pinning fields. An important a
pect, needed to interpret the overshoot observed afte
positive temperature jump, is that the equilibrium correla
tion lengthj is finite. It would be interesting to compare
our results with similar experiments on well characterize
random field systems, in particular, in the ordered pha
where j ­ `. No overshoot has been reported in spi
glasses for large enough temperature jumps, while the d
on glycerol is quite similar to the one discussed here, a
raises the interesting possibility that some kind of doma
growth, with a finite equilibrium size, might also be rele
vant in supercooled liquids.

We thank J. Kurchan for having suggested the analo
with random field systems and M. Mézard, R. Lehen
P. Nordblad, and E. Vincent for many useful discussion
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