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Simulation of the Reorientation Transition in Ultrathin Magnetic Films
with Striped and Tetragonal Phases
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We show, using a model of an ultrathin magnetic film, that when the dipole-dipole and exchang
interactions are of comparable strength there exists a reorientation transition from a planar ferromagn
phase at low temperature to either an orientationally ordered striped phase or a tetragonal phase at h
temperature. Which of these transitions occurs depends on the relative strength of the magnetic sur
anisotropy. The phase diagram, as found from extensive Monte Carlo simulation, is determined a
function of temperature and magnetic surface anisotropy. [S0031-9007(97)05024-2]

PACS numbers: 75.70.– i, 75.40.Mg, 75.60.Ch
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Magnetic thin films exhibit a reorientation transition
from an ordered state with out-of-plane magnetization
an ordered state with in-plane magnetization both as te
perature increases and as the thickness of the film
creases [1–4]. The origin of the reorientation transitio
is believed to be the competition between the magne
surface anisotropy (MSA), which favors an out-of-plan
orientation for the magnetic moments, and the dipolar i
teraction which favors an in-plane orientation for the mo
ments. Competition between the short-ranged exchan
interaction and the long-ranged dipolar interactions al
contributes to the richness of the phase diagram. The co
petition between these two interactions results in strip
and tetragonal phases when the magnetic moments are
ented in the out-of-plane direction (i.e., at large MSA) [5
Both of these phases have been observed experiment
in systems which exhibit a reorientation transition [1,3].

In this Letter the phase diagram for a magnetic mon
layer with a dipolar interaction of similar strength to that o
the exchange interaction is derived from extensive Mon
Carlo simulation. The HamiltonianH for the model sys-
tem can the written as

H ­ 2 J
X

k$r,$r 0l

$Ss$rd ? $Ss$r 0d 2 K
X

$r

jSzs$rdj2

1 g
X

$r,$r 0,a,b

Sas$rdGabsj $r 2 $r 0jdSbs$r 0d . (1)

J, K, andg are the strengths of the exchange interactio
the magnetic surface anisotropy, and the dipolar intera
tion, respectively. $Ss$rd is a classical vector of unit magni-
tude representing the magnetic moment at position$r and
Gabsj$r 2 $r 0jd is the dipolar interaction.

A number of authors have studied this Hamiltonian i
the limit whereJyg ¿ 1 [6–13]. The phase diagram pre-
0031-9007y98y80(3)y616(4)$15.00
to
m-
in-
n
tic
e
n-
-
ge

so
m-
ed
ori-
].
ally

o-
f
te

n,
c-

n

dicted in Ref. [8] is shown schematically in Fig. 1(a) and
consists of a perpendicular ferromagnetic phase in region
a planar ferromagnetic phase in region II, and a parama
netic phase in region III. At the phase boundary sep
rating the two ordered phases, a first order reorientatio
transition occurs. We note that the reorientation trans
tion temperature increases with increasingKyg. While it
is generally accepted that the dipolar interaction plays
critical role in determining the nature of the reorientation
transition, the fact that it destabilizes the perpendicular fe
romagnetic phase [14,15] has not been generally acknow
edged or taken into account in these previous studies.

The other limit studied in the literature is the caseJyg ­
0 [16]. The resultant phase diagram is shown schema
cally in Fig. 1(b). While this phase diagram is similar in
many aspects to that of Fig. 1(a), the ordered phases
antiferromagnetic and, somewhat surprisingly, the reor
entation transition temperature decreases with increasi
Kyg. This implies that the reorientation transition is from
the planar phase at low temperature to the perpendic
lar phase at higher temperature. A similar reorientatio

FIG. 1. Schematic phase diagrams for the previously treat
cases whenJyg ¿ 1 (a) andJyg ­ 0 (b). Region I is ordered
out of plane, region II is ordered in plane, and region III is
paramagnetic or tetragonal.
© 1998 The American Physical Society
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FIG. 2. The regions where the various in-plane and out-o
plane phases have the lowest energy. For regions wher
perpendicular striped phase is the lowest energy phase the s
width h has been indicated.

transition has been observed experimentally in Ni(001)
Cu(001), although the transition is believed to be the r
sult of the temperature dependence of both the surface
volume anisotropy [17].

We consider the phase diagram for a finite value
Jyg. In this case the presence of the striped and tetra
nal phases, when the moments are oriented out-of-pla
is an essential feature of the phase diagram. At zero te
perature the phase diagram in the (Kyg, Jyg) plane may
be determined from energy calculations based on meth
previously reported in the literature [14]. This diagram
shown in Fig. 2.

To consider finite temperature effects, we use Mon
Carlo simulations to determine the phase diagram in t
(Kyg, Jyg) plane forJyg ­ 6. The simulations are per-
formed on aN ­ 40 3 40 square lattice using Glauber
dynamics. Simulations have been performed on other s
tem sizes, both smaller and larger, but no detailed finite s
analysis has been done. A typical simulation consists
106 Monte Carlo steps per site, of which the first 10% a
used to equilibrate the system. This system has a grou
state of out-of-plane stripes of width four atomic spacing
for all Kyg . 11.44 6 0.01. The long-range nature of
the dipole-dipole interaction has been treated using Ew
summation techniques [14].

The phase diagram is shown in Fig. 3. It consists
three distinct regions. In region I the spins are aligne
perpendicular to the plane of the film in stripes of widt
4. The stripes display a high degree of orientation
order and are aligned along either thex or the y axis
of the underlying square lattice. In region II the spin
are in the planar ferromagnetic phase. Region III
somewhat more complex. Although region III does n
manifest any discernible magnetic ordering, depending
the value ofKyg, the spins can be aligned either paralle
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FIG. 3. The phase diagram forJyg ­ 6, on aN ­ 40 3 40
lattice, as a function of temperature and magnetic surfa
anisotropy. Region I is ordered out of plane, region II i
ordered in plane, and region III is paramagnetic or tetragon
Solid symbols indicate continuous transitions, while unfille
symbols show first order transitions. The locations of th
tricritical point and the triple point are shown by the opaqu
circle and square, respectively. The error in the points alon
the second order transition lines is approximately the size
the symbol, while the error associated with the points along th
first order transition lines is larger due to hysteresis effects.

or perpendicular to the plane of the film. Also for large
values of Kyg sKyg . 8.4 6 0.1d the system exhibits
some magnetic structure in the form of orientationall
disordered stripes similar to those discussed by Boo
et al. [5] for the dipolar Ising model. Figures 4–7 show
the perpendicular component of the magnetic moment f
typical configurations in each of these regions. The vect
field sSx , Syd is shown in Fig. 5 for the same configuration
as shown in Fig. 4(a).

The phase boundaries separating the three differe
phases join at a triple point (Kyg ­ 9.1 6 0.1 andTyg ­
2.2 6 0.1 for our N ­ 40 3 40 system) and show a
number of intriguing properties. The phase bounda
separating regions I and III consists of a line of secon
order phase transitions that are characterized by the loss
the orientational order of the stripes. This is qualitativel
similar to the results presented by Boothet al., and is
best described in terms of an orientational order parame

FIG. 4. A typical spin configuration forKyg ­ 7.00 with
Tyg ­ 2.00 (a) and Tyg ­ 4.00 (b). The figure shows the
Sz component of the magnetic moments using a linear gra
scale whereSz ­ 1 is black andSz ­ 21 is white.
617
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FIG. 5. The vector fieldsSx , Syd for the upper left quarter
(20 3 20 spins) of the spin configuration shown in Fig. 4(a).

defined as

Ohy ;
Ç

nh 2 ny

nh 1 ny

Ç
,

nhyy ;
X

$r

jSzs$rd 2 Szs$r 1 x̂yŷdj .

(2)

This order parameter has a value of 1 when the strip
are completely oriented along thex or they axis (smectic
phase), and drops to zero in the orientationally disorder
phase (tetragonal phase).

As in earlier work on the dipolar Ising model [5], we
find no evidence for a nematic phase. As well, while th
specific heat displays a distinct shoulder above the pha
boundary for large values ofKyg, there does not appear to
be any evidence for a sharp transition from the tetragon
to the paramagnetic phase. However, unlike the dipo
Ising model, the orientational order parameter does exhi
a linear dependence on temperature, rather than comp
saturation at low temperature. Presumably this is due
spin-wave excitations.

The phase boundary separating the two ordered pha
(region I and region II), describes a reorientation transitio
It consists of a line of first order transitions and like
the pure dipolar case studied earlier the reorientati
temperature decreases with increasingKyg. This implies
that the transition is from the planar ferromagnetic phase
low temperature to the striped phase at higher temperatu

FIG. 6. A typical spin configuration forKyg ­ 8.70 with
Tyg ­ 1.40 (a) and Tyg ­ 2.60 (b). The figure shows the
Sz component of the magnetic moments using a linear gr
scale whereSz ­ 1 is black andSz ­ 21 is white.
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FIG. 7. A typical spin configuration forKyg ­ 10.00 with
Tyg ­ 0.90 (a), Tyg ­ 1.90 (b), Tyg ­ 2.90 (c), andTyg ­
5.90 (d). The figure shows theSz component of the magnetic
moments using a linear gray scale whereSz ­ 1 is black and
Sz ­ 21 is white.

The two phase boundaries combine to produce the te
perature dependence of the orientational order param
ter shown in Fig. 8 for various values ofKyg. For
Kyg . 11.44 6 0.01 we seeOhy dropping continuously
with increasing temperature, to (almost) zero above t
phase boundary. For8.4 6 0.1 , Kyg , 11.44 6 0.01,
we seeOhy initially zero at low temperature, rising to finite
values as the system undergoes a reorientation transi
from the planar ferromagnetic phase to the striped pha
and then dropping continuously to (almost) zero above
critical temperature, were the system enters the tetrago
phase. To the best of our knowledge these are the fi
simulations which display a reorientation transition to
striped phase.

The phase boundary separating the planar ferromagn
phase in region II from the paramagnetic phase in r
gion III is also of interest. The results of our simulation

FIG. 8. The orientational order parameter for various valu
of Kyg as found by slowly warming the system from low
temperature. The lines connect successive points.
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FIG. 9. The average energy for various values ofKyg as
found by slowly warming the system from low temperature
The lines connect successive points.

indicate that, along the portion of the phase boundary ju
above the triple point, the phase transition from the pl
nar ferromagnetic phase to the paramagnetic (or tetrago
phase) is first order. However, the latent heat associa
with the transition appears to decrease asT increases, drop-
ping to zero atT ­ 2.9 6 0.2, Kyg ­ 8.4 6 0.1. This
suggests the existence of a tricritical point along the pha
boundary. This is most clearly seen in Fig. 9, which show
the energy as a function of temperature for several valu
of Kyg, and which shows evidence of a discontinuity i
the average energy when9.1 6 0.1 , Kyg , 8.4 6 0.1.

Visual inspection of spin configurations at temperatur
just to the right of the first order line (indicated in the phas
diagram by open triangles), reveals that the spin configu
tions are predominately out of plane and tetragonal in th
region. Thus, the transitions at this critical line are firs
order reorientation transitions, directly from the ferromag
netic, in-plane phase to the tetragonal, out-of-plane pha

In summary, our present Letter shows that in system
which exhibit striped and tetragonal phases, a reorien
tion transition can occur from the ferromagnetic in-plan
phase to the out-of-plane striped phase. A further increa
in temperature eventually results in a transition from th
striped phase to the tetragonal phase as occurs in unia
out-of-plane systems. However there also exists a ran
of MSA parameter values for which the reorientation tran
sition is directly from the ferromagnetic in-plane phase t
the tetragonal out-of-plane phase.

Although the precise location of the phase boundari
shown in Fig. 3 will vary with system size, we expec
that quantitative features will be correct for larger system
with the underlying square lattice. In systems with dipola
.
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interactions, the lattice structure plays a significant rol
in determining the effective anisotropy. In particular fo
the planar orientation the existence of a low temperatu
ordered phase may depend on the symmetry of the latti
[18,19].
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