VOLUME 80, NUMBER 26 PHYSICAL REVIEW LETTERS 29 UNE 1998
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We argue that to explain recent resonant tunneling experiments on crystals of dviid Fg,
particularly in the low-T limit, one must invokdynamicnuclear spin and dipolar interactions. The
low-T, short-time relaxation will then have{At/_r form, wherer depends on the nucledk, on the
tunneling matrix elementf\;, between the two lowest levels, and on the initial distributiét¢) of
internal fields in the sample, which depends strongly on sample shape. We also give results for the
long-time relaxation. [S0031-9007(98)06470-9]

PACS numbers: 75.45.+j

Recent experiments on magnetic relaxation of molecuehange the prediction of a minimum ia~!' around
lar crystals of Mn, and Fg find strong evidence for H = 0, unlesswe include theirdynamics. This is be-
tunneling-mediated relaxation at loWw [1—7]. This evi- cause the typical bias caused by dipolar fields alone is
dence comes from resonances observed in the relaxatigii, ~ 0.1-0.5 K; with A in the nanokelvin range,
rate at certain values of external magnetic filldwhen a distribution of static hyperfine and dipolar fields in
energy levels of magnetic states on opposite sides of ththe sample will simply force almost all molecules off
potential barrier match each other). The resonances exigtsonance (resonant tunneling requiring tlat A,
in the low-T limit (when only the two lowest electronic in the low-T limit). The only way for the molecules to
energy levels of each molecule are involved), and alsoelax is then via spin-phonon interactions, and spread in
in the thermally activated regime, when tunneling takesstatic fields simply smears the minimum aroulid= 0.
place between higher levels. Their linewidth is roughlyMoreover, for T < T. and static biasé ~ £q4ip, the
0.1 T (for Mny;) or 0.05 T (for Fg). In the Fg system, phonon-mediated relaxation is astronomically long.
the low-T relaxation rate peak nedf = 0 is 10* times This argument holds even if the static fields have a
the rate af = 0.1 T, off resonance. transverse component, unless this48-5 T (enough to
The anisotropic potential acting on these molecularaise Ay to the experimental resonance linewidth, i.e.,
“giant spins” (spin quantum numbe) is dominated by ~0.1-1 K for the Mn;; and Fg systems [12]); this is
a strong easy-axis terr‘fﬂ-[(zo) = —(D/S)S?; tunneling  ~10? times the actual hyperfiridipolar field combina-
is caused by weak transverse perturbations. Fay, Fetion. Thus the low-field, lowF experiments force us to
D ~ 27K, whereas in M, D ~ 6.1 K; and S =  consider thedlynamicsof the hyperfine and dipolar fields,
10 for both [1-7]. Here we concentrate on the I@w- which, by varying the bias at each molecular site in time,
relaxation (belowr'’. ~ 2.2 K and ~0.4 K, for Mn;; and  can continually bring more molecules to resonance [13].
Fes, respectively [8]), neaH = 0, so that only the two At first glance, in the lowF limit only the dynamic
levels [10) and |—10) of ”.’]—[(20) are involved—they are nuclear fields (i.e., hyperfine and nuclear dipolar fields) can
coupled by a tunneling matrix element;,, which can then cause relaxation—onéd <« D, all dipolar flip-
in principle be calculated [9], but only if all relevant flop processes are frozen out [14]. However, we shall
transverse couplings are known [10]. Present estimatesee that although we need the rapidly fluctuating hyperfine
range over several orders of magnitude, but it seemBeld to bring molecules initially to resonance, the ensuing
unlikely thatA ;, exceedd 03 K for either system—here gradual adjustment of the dipolar fields across the sample,
we treat it as an independent parameter. caused by tunneling relaxation, brings a steady supply of
The lowT, low-H limit is particularly interesting molecules further into resonance, and allows continuous
because of the following simple reasoning. Recall firstrelaxation. This process is particularly important ing Fe
that standard phase space arguments [11] tell us thathere hyperfine couplings are small. The fluctuating
the phonon-mediated spin relaxation goes like! ~  nuclear spin field also makes the tunnelimgoherent
E2N (&) + 1], where ¢ = |Es — E_5| is the bias One can then write a classical kinetic equation for the
between the two lowest levels, andV(¢) is the  magnetization, whose solution at short time is found below
Bose function. If we ignore hyperfine, dipolar, and to have a square root behavior, for almost any sample shape
Dzyaloshinskii-Moriya fields,& = 2gupS|H|, and we (although the characteristic decay time depends strongly on
get 7! ~ |H]*; however, even these fields will not the shape).
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We thus find that not only do the lo®; low-H  expectA;y < T, '. Thus at short times we write the bias
experimental results force the internal fielghamicsinto  £;(z), at molecular sitg, asé&;(1) = &; + 6&,(t), where
the theory—this dynamics also leads to an experimentall¥; results from the sum of the quasistatic dipolar and hy-

testable prediction for the form of the relaxation. perfine fields, with only a small rapidly fluctuating compo-
We will treat the problem using a Hamiltonian nenté¢;(r), which nevertheless sweeps over a bias range
1 @ o ¢ _ much larger tham . One then finds [15] that a molecule
H== Zvij W7l + ZA”)T)((I) in quasistatic biag relaxesincoherentlyat a rate
Y ' 1) =~ o1, lEl/E
- Ty (§) =T e . )
+ > VWD T + B, (1)
ik —1( _ 0) - -1 __ ZA%O 3
where the first term describes the dipolar-dipolar interac- v (E=0=1"~ 12T, " (3)

tions between molecules, the second describes tunnelin%;
the third couples magnetic molecules to nuclear sﬁiﬁs he parameteg, depends on the average numbeof
nuclear spins coflipping witlf. If A < 1, theng&y ~ T'5;

and the last term describes interactions between the nu- N :
clear spins. This is an effective Hamiltonian operating info" A > 1, & ~ AlVii | For Fg and Mny, A < 1is
the subspace of the two lowest levels of each moleculdikely [16]; in any case£y < Ep, whereEp, is the total
we choose the basis set to & = +S); 7, and 7, are dipolar coupling from nearest neighbor molecules, and the
Pauli matrices, anf}, { j} label molecular sites. exact value o is not too important. o

We have ignored the transverse part of the dipolar cou- W€ now define a normalized one-molecule distribution
pling, since it only renormalized\ ;o in an unmeasur- [UNCtioN Po(&,751), With 3, [d¢ [d7F Po(&,750) = 1.
able way—all flip-flop transitions to states wish # +s It gives the probability of finding a molecule at position
are frozen out at lowr. Nuclear spin effects are more 7» With polarizationa = =1 (i.e., in statelS. = =x5)),
subtle—however, since the dipolar fields in (1) are di-Naving a bias energy, at time 7. Molecules having
agonal and static unless molecules flip, one need und?f-'as energyé undergo transitions betweds. = S) and
stand only the dynamics of individual molecules, coupledS: = —S) ata rate given by (2). . .
to the nuclear bath, assuming that dipolar fields are frozen. T0 derive a kinetic equation faP, (¢, 7;1), we again
This problem was solved in Ref. [15], Sec. 4. If the nu-aSsume deOl?.I’ an.d hyp_erflne fields are frozen (apqrt from
clearT; is long (which it will be at these temperatures, the 72 fluctuations just discussed)nlessa molecule flips.
since it is driven by dipolar flip-flop processes), then the/ll kinetics then comes from these flips, along with the
hyperfine bias field on a given molecule rapidly fluctu-"¢Sulting adjustment of the dipolar field. We then derive
ates at a rat@, ', over an energy scalE, which is also @ kinetic equation in the usual way, by considering the
roughly ~75"'. Typically 7; ' ~ 1077-1075 K, so we change inP, in a time 6¢, caused by molecular flips, at

' | the ratery'(£), around the sample. This yields

Pol€,7) = —13 (&) [Palé,7) — P_a(&,7)] — Zf C(ll_o f ijw
(@)

X [POV(E, £ F) — Pos(é — aa'Vp(F — 7). £ F.7)], (4)

WherePfl/(f,f’;?, 7' 1) is the two-molecule distribution,| molecules (where M = [d¢ [(d7/Qo) [P+(£,7) —
giving the normalized joint probability to find a molecule P_(&,7)] = [dé [(d7/Qo)M(£,7)). The bimolecular

at site 7, in state|a) and bias¢, while another is at distribution function P factorizes in this limit [17],
7, in state|a’), and bias¢’. P? is linked to higher i.e., P?(1,2) = P(1)P(2). We begin with a field-
multimolecule distributions by a Bogoliubov-Born-Green- compensateckllipsoidal sample, with uniform demag-
Kirkwood-Yvon (BBGKY)-like hierarchy of equations. netization field. The field distribution around randomly
The first term on the right-hand side of (4) describesplaced dipoles is a Lorentzian [18] up to a high-energy
the local tunneling relaxation; the second nonlocal terntutoff Ep:

(analogous to a collision integral) comes from the change 1+ aM(?) Tu(t)/m
in the dipolar field at*, caused by a molecular flip a@t; Pa(§) = ) [¢ — aE)P + T3() >
the dipolar interactioVp(7) = Ep[1 — 3 cog 6]Q/r3, 5 « d
yvhere Q is the unit molecular cell volume, andid7’ T, (1) = %Eo[l - M@®)]; (5)
integrates over the sample volume. 3
We assume that at= 0 the sample is fully polarized; E(t) = cEp[l — M(1)], (6)

the initial relaxation is then treated in a dilute solutionwherec is a sample shape dependent coefficient [19], and
approximation for the fractiofl — M)/2 < 1 of flipped  E(¢) is the time dependent internal field. Then (4) gives
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1) = —M() > olever_ Ta)/m .
M(e) = =M@ f ¢ £ - EOR + T300) . @

(1)
At very short timest < 70&o/Ep this gives a linear

relaxation M(t) =1 — 2t/79, unobservable because
&/Ep < 1. Fort > 79&y/Ep one gets

1 M)
27'short 1 — M([) ’
1 _ %o 32 )

Tshort EpTto 35/2(c? + 1672/35) "

Since (7) itself is only valid whend — M(r) < 1, we R T

simply write 0.75 ' .
Py 0.0 0.5 1.0

[ Ep t fo (Vo)
( ) / Tshort ( f E ) ( )

0.10

M(t)

M) = -

(8)

This square-root behavior should be observable over ¢
wide time range, sinc€p /&y > 1. Note also thatrgor 0.08
is sample shape dependent even fdiamogeneousle- 3
magnetization field. If the sample is not ellipsoidal, then & 0.06
the above analysis is incorrect—the problem becomes e<%
sentially inhomogeneous. We then return to the kinetic's 0.04
Eq. (4)—if the demagnetization varies on a length scale8
much greater than the average distance between flippe 0.02
spins, then (7) is modified to

.. . 2 d 0.00 Y4B
M(r,t) = —M(r,t)—f dé
To o
T (7, 1)e1€l/& FIG. 1. Monte Carlo simulations of the relaxation in two
(£ — EGOP + rle(; " (11) samples made from a cubic lattice of molecules. In (a)

M(r) is shown as a function of/r/7y for (1) a cubic
whereT';(7,t) andE(7,t) are defined in terms a¥ (7, t) sample of(50)> molecules, and (2) for a sphere of diameter

analogously to (5) and (6); the solution is then identical to20 lattice spacings [the inset show&(1) as a function of /7.
(10) except that is modified to The dashed line shows/t behavior; we see multimolecule

: correlation effects once/(r) < 0.93. In (b) the density of
(Ts(;l’glz)*l ~ foN(O)Ts}(lm, (12) statesN (&) for the bias field, integrated over the spherical
R . ] o sample (cf. text), is shown at= 0 (where finite size effects
whereN(0) = [dF Y., Po(§ = 0,7;¢t = 0) is theinitial  smear the zero energy delta function), ang 0.17,. The latter
“density of states” for the dipolar field distribution, in- is distorted at high bias by nearest neighbor lattice effects. We

tegrated over the Whole Sample, at b@s: 0, typlca”y use units Wherfo =1 andED = 20. The fraction of states in

_ . . ~_ the resonant window of widtl, around zero energy, at= 0,
go(r(:)ﬁeldl/EDm, whereEp, is the average demagnetiza was 0.79 (sphere), and).037 (cube); the ratio,/0.79/0.036 =~

. 4.6 is close to the ratio~4 between the straight-line slopes
To verify these results, and see when the square-rogj (a).

behavior breaks down, we performed Monte Carlo (MC)

simulations of the relaxation for various sample ge-

ometries. During each time interval: < =, one flips tirely due to dipolar spread [21]. Confirmation of our

molecules with probability] — exp{—8¢/7y(£)} and  predictions would then provide strong evidence for the

then recalculates the dipolar field distribution, now altereddynamic relaxation mechanism discussed here. We em-

by the flipped molecules (cf. Fig. 1). The system sizePhasize that at highef we donot expecty/'r relaxation,

we can simulate is not really macroscopic [20], but finitesince then dipolar flip-flop processes interfe@, be-

size corrections do not change the two main prediction§omes short [22], and the magnetization reversal proceeds

of Egs. (9)—(12), viz., (i) universality of the square-root Via higher levels, through mixed activatitmnneling pro-

relaxation at short times and (ii) the characteristic depencesses. Coupling to the phonon bath is then crucial, which

dence of (12) on the sample geometry. Clearly, the fastegssentially changes the theory.

relaxation will be in nearly ellipsoidal samples. Another test of our theory is provided by the field depen-
Our calculations are most immediately applicable to thedence neaf = 0 of riiﬂﬂz According to Eq. (12) this is

Fes system [7], where the field distribution is almost en-proportional toN (¢ = gupSH), the density of states at a
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bias shifted by the external field, which thus “scans” across  This makes\ |, impossible to calculate, since such higher-
the spectrum of bias energies in the inhomogeneous mag- order couplings are unmeasurable.

net. N(£) can be calculated numerically for a given samplel11] A. Abragam and A. BleaneyFlectron Paramagnetic
shape [23], and then compared directly with the measured Resonance of Transition lor{€larendon, Oxford, 1970);

dependence ofiififli on H. The experimental line shape P. Politi et al., Phys. Rev. Lett.75 537 (1995). The

L latter work predicted a minimum in the relaxation rate
(and position) are thus alsmmple dependent at H = 0, whereas a maximum is seen; cf. A.L. Burin

Finally, we consider the relaxation whems 7o et al., Phys. Rev. Lett76, 3040 (1996), and Politt al.,
This problem is greatly complicated by the development ibid. 76, 3041 (1996).

of intermolecular correlations iR, P, etc. However, [12] Recall that the contribution ta ;, from a static transverse
one way of avoiding thigxperimentallywould be to let H is ~gugSH,(gupSH, /D)Y; for Mn;, and Fg,
the system substantially relax at high then cool to (D/gmpS) ~ 10 and~5 T, respectively.

low T; one is then in the long-time relaxation regime, [13] For the effect of dynamic externat-iumber) fields, see,
but with initial condition arranged to give a factorizable _ ©9. L. Gunther, Europhys. Le89, 1 (1997).

P?  Another analytic solution for the homogeneous[14] The dipolar flip-flop transitions at lowlI" go at rate

: : : /\ﬂ ~ Qdip exd_(fg - flO)/kBT}a WhereQdip ~ 106—
(ie., ellipsoidal) case can then be found from (4), when 103 Hz. The direct effect of these processes is small

M < 1 and Pfi’(f_vf/ﬁ,;/) = Po(§)Pa(¢); one finds [the concentration of molecules ii9) is ~exp{—(Fy —
exponentiarelaxation, at a rate T10)/ksT}]; they are dangerous only because they drive
nuclearT; processes, which sweepover a much larger
Tfl ~ 260 i (13) range thar¢,. If the hyperfine coupling is strong enough,
one Emaxtol1 + & IN(Emay/7&0)]

terms ~AQq, S S; I; I;7 can also driveT, processes
(giving an activated” dependence t@>).

where k ~ 1 is a numerical coefficient, anfimax is the  [15] N.V. Prokofiev and P.C.E. Stamp, J. Low Temp. Phys.
spread in dipolar fields in this nearly depolarized limit. 104, 143 (1996); and see also fQuantum Tunneling of
Details of the derivation will be given elsewhere. Magnetisation-QTM'94Ref. [1]), pp. 347-369.
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in Canada, and by the MPI-KFK in France. When x =1 — M is small, then (i) dynamical correc-
tions coming from cooperative multiflip processes are very

small (of order~Al,/£2Ep), and (ii) static field correc-
tions distorting our Lorentzian ansatz ara:?; our Monte
) ) Carlo results show these are insignificant usti- 0.15.
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