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We argue that to explain recent resonant tunneling experiments on crystals of Mn12 and Fe8,
particularly in the low-T limit, one must invokedynamicnuclear spin and dipolar interactions. The
low-T , short-time relaxation will then have a

p
tyt form, wheret depends on the nuclearT2, on the

tunneling matrix elementD10 between the two lowest levels, and on the initial distributionNsjd of
internal fields in the sample, which depends strongly on sample shape. We also give results for
long-time relaxation. [S0031-9007(98)06470-9]
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Recent experiments on magnetic relaxation of molec
lar crystals of Mn12 and Fe8 find strong evidence for
tunneling-mediated relaxation at lowT [1–7]. This evi-
dence comes from resonances observed in the relaxa
rate at certain values of external magnetic fieldH (when
energy levels of magnetic states on opposite sides of
potential barrier match each other). The resonances e
in the low-T limit (when only the two lowest electronic
energy levels of each molecule are involved), and al
in the thermally activated regime, when tunneling take
place between higher levels. Their linewidth is roughl
0.1 T (for Mn12) or 0.05 T (for Fe8). In the Fe8 system,
the low-T relaxation rate peak nearH ­ 0 is 104 times
the rate atH ­ 0.1 T, off resonance.

The anisotropic potential acting on these molecul
“giant spins” (spin quantum numberS) is dominated by
a strong easy-axis termkH s0d

2 ­ 2sD ySdS2
z ; tunneling

is caused by weak transverse perturbations. For F8,
D , 2.7 K, whereas in Mn12, D , 6.1 K; and S ­
10 for both [1–7]. Here we concentrate on the low-T
relaxation (belowTc , 2.2 K and ,0.4 K, for Mn12 and
Fe8, respectively [8]), nearH ­ 0, so that only the two
levels j10l and j210l of kH

s0d
2 are involved—they are

coupled by a tunneling matrix elementD10, which can
in principle be calculated [9], but only if all relevant
transverse couplings are known [10]. Present estima
range over several orders of magnitude, but it seem
unlikely thatD10 exceeds1028 K for either system—here
we treat it as an independent parameter.

The low-T , low-H limit is particularly interesting
because of the following simple reasoning. Recall fir
that standard phase space arguments [11] tell us t
the phonon-mediated spin relaxation goes liket21 ,
j3f2N sjd 1 1g, where j ­ jES 2 E2Sj is the bias
between the two lowest levels, andN sjd is the
Bose function. If we ignore hyperfine, dipolar, and
Dzyaloshinskii-Moriya fields,j ­ 2gmBSjHj, and we
get t21 , jHj3; however, even these fields will not
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change the prediction of a minimum int21 around
H ­ 0, unlesswe include theirdynamics. This is be-
cause the typical bias caused by dipolar fields alone
jdip , 0.1 0.5 K; with D10 in the nanokelvin range
a distribution of static hyperfine and dipolar fields in
the sample will simply force almost all molecules o
resonance (resonant tunneling requiring thatj , D10,
in the low-T limit). The only way for the molecules to
relax is then via spin-phonon interactions, and spread
static fields simply smears the minimum aroundH ­ 0.
Moreover, for T , Tc and static biasj , jdip , the
phonon-mediated relaxation is astronomically long.

This argument holds even if the static fields have
transverse component, unless this is,3 5 T (enough to
raise D10 to the experimental resonance linewidth, i.e
,0.1 1 K for the Mn12 and Fe8 systems [12]); this is
,102 times the actual hyperfineydipolar field combina-
tion. Thus the low-field, low-T experiments force us to
consider thedynamicsof the hyperfine and dipolar fields
which, by varying the bias at each molecular site in tim
can continually bring more molecules to resonance [13

At first glance, in the low-T limit only the dynamic
nuclear fields (i.e., hyperfine and nuclear dipolar fields) c
then cause relaxation—oncekT ø D , all dipolar flip-
flop processes are frozen out [14]. However, we sh
see that although we need the rapidly fluctuating hyperfi
field to bring molecules initially to resonance, the ensui
gradual adjustment of the dipolar fields across the sam
caused by tunneling relaxation, brings a steady supply
molecules further into resonance, and allows continu
relaxation. This process is particularly important in Fe8,
where hyperfine couplings are small. The fluctuati
nuclear spin field also makes the tunnelingincoherent.
One can then write a classical kinetic equation for t
magnetization, whose solution at short time is found bel
to have a square root behavior, for almost any sample sh
(although the characteristic decay time depends strongl
the shape).
© 1998 The American Physical Society
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We thus find that not only do the low-T , low-H
experimental results force the internal fielddynamicsinto
the theory—this dynamics also leads to an experimenta
testable prediction for the form of the relaxation.

We will treat the problem using a Hamiltonian

H ­
1
2

X
ij

V
sdd
ij tsid

z ts jd
z 1

X
i

D10tsid
x

1
X
ik

V sNdstsid
z , $Ikd 1 HNN , (1)

where the first term describes the dipolar-dipolar intera
tions between molecules, the second describes tunneli
the third couples magnetic molecules to nuclear spinsh$Ikj,
and the last term describes interactions between the
clear spins. This is an effective Hamiltonian operating
the subspace of the two lowest levels of each molecu
we choose the basis set to bejSz ­ 6Sl; tz and tx are
Pauli matrices, andhij, h jj label molecular sites.

We have ignored the transverse part of the dipolar co
pling, since it only renormalizesD10 in an unmeasur-
able way—all flip-flop transitions to states withSz fi 6S
are frozen out at lowT . Nuclear spin effects are more
subtle—however, since the dipolar fields in (1) are d
agonal and static unless molecules flip, one need und
stand only the dynamics of individual molecules, couple
to the nuclear bath, assuming that dipolar fields are froze
This problem was solved in Ref. [15], Sec. 4. If the nu
clear T1 is long (which it will be at these temperatures
since it is driven by dipolar flip-flop processes), then th
hyperfine bias field on a given molecule rapidly fluctu
ates at a rateT21

2 , over an energy scaleG2 which is also
roughly ,T21

2 . Typically T21
2 , 1027 1025 K, so we
lly

c-
ng,

nu-
in
le;

u-

i-
er-
d
n.
-
,
e
-

expectD10 ø T21
2 . Thus at short times we write the bias

jjstd, at molecular sitej, asjjstd ­ jj 1 djjstd, where
jj results from the sum of the quasistatic dipolar and h
perfine fields, with only a small rapidly fluctuating compo
nentdjjstd, which nevertheless sweeps over a bias ran
much larger thanD10. One then finds [15] that a molecule
in quasistatic biasj relaxesincoherentlyat a rate

t21
N sjd ø t21

0 e2jjjyjo . (2)

t21
N sj ­ 0d ; t21

0 ø
2D

2
10

p1y2G2
. (3)

The parameterj0 depends on the average numberl of
nuclear spins coflipping withS. If l , 1, thenj0 , G2;
for l ¿ 1, j0 , ljV

sNd
ki j. For Fe8 and Mn12, l , 1 is

likely [16]; in any case,j0 ø ED , whereED is the total
dipolar coupling from nearest neighbor molecules, and th
exact value ofj0 is not too important.

We now define a normalized one-molecule distributio
function Pasj, $r; td, with

P
a

R
dj

R
d $r Pasj, $r ; td ­ 1.

It gives the probability of finding a molecule at position
$r, with polarizationa ­ 61 (i.e., in statejSz ­ 6Sl),
having a bias energyj, at time t. Molecules having
bias energyj undergo transitions betweenjSz ­ Sl and
jSz ­ 2Sl at a rate given by (2).

To derive a kinetic equation forPasj, $r; td, we again
assume dipolar and hyperfine fields are frozen (apart fro
theT2 fluctuations just discussed),unlessa molecule flips.
All kinetics then comes from these flips, along with the
resulting adjustment of the dipolar field. We then deriv
a kinetic equation in the usual way, by considering th
change inPa in a time dt, caused by molecular flips, at
the ratet

21
N sjd, around the sample. This yields
ÙPasj, $rd ­ 2t21
N sjd fPasj, $rd 2 P2asj, $rdg 2

X
a0

Z d $r 0

V0

Z dj0

tN sj0d

3 fPs2d
aa0sj, j0; $r, $r 0d 2 P

s2d
aa0sssj 2 aa0VDs$r 2 $r 0d, j0; $r, $r 0dddg , (4)
-
ly
gy

nd
es
whereP
s2d
aa0sj, j0; $r, $r 0; td is the two-molecule distribution,

giving the normalized joint probability to find a molecule
at site $r, in state jal and biasj, while another is at
$r 0, in state ja0l, and biasj0. Ps2d is linked to higher
multimolecule distributions by a Bogoliubov-Born-Green
Kirkwood-Yvon (BBGKY)-like hierarchy of equations.
The first term on the right-hand side of (4) describe
the local tunneling relaxation; the second nonlocal ter
(analogous to a collision integral) comes from the chan
in the dipolar field at$r, caused by a molecular flip at$r 0;
the dipolar interactionVDs$rd ­ EDf1 2 3 cos2 ugV0yr3,
where V0 is the unit molecular cell volume, and

R
d $r 0

integrates over the sample volume.
We assume that att ­ 0 the sample is fully polarized;

the initial relaxation is then treated in a dilute solutio
approximation for the fractions1 2 Mdy2 ø 1 of flipped
-

s
m
ge

n

molecules ssswhere M ­
R

dj
R

sd $ryV0d fP1sj, $rd 2

P2sj, $rdg ;
R

dj
R

sd $ryV0dMsj, $rdddd. The bimolecular
distribution function Ps2d factorizes in this limit [17],
i.e., Ps2ds1, 2d ­ Ps1dPs2d. We begin with a field-
compensatedellipsoidal sample, with uniform demag
netization field. The field distribution around random
placed dipoles is a Lorentzian [18] up to a high-ener
cutoff ED :

Pasjd ­
1 1 aMstd

2
Gdstdyp

fj 2 aEstdg2 1 G
2
dstd

;

Gdstd ­
4p2

35y2 EDf1 2 Mstdg ; (5)

Estd ­ cEDf1 2 Mstdg , (6)

wherec is a sample shape dependent coefficient [19], a
Estd is the time dependent internal field. Then (4) giv
5795
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ÙMstd ­ 2Mstd
2
t0

Z
dj e2jjjyj0

Gdstdyp

fj 2 Estdg2 1 G
2
dstd

.

(7)

At very short timest , t0j0yED this gives a linear
relaxation Mstd ­ 1 2 2tyt0, unobservable because
j0yED ø 1. For t ¿ t0j0yED one gets

ÙMstd ­ 2
1

2tshort

Mstd
1 2 Mstd

; (8)

t21
short ­

j0

EDt0

32p

35y2sc2 1 16p2y35d
. (9)

Since (7) itself is only valid when1 2 Mstd ø 1, we
simply write

Mstd ø 1 2

q
tytshort;

√
ED

j0
.

t
t0

.
j0

ED

!
. (10)

This square-root behavior should be observable ove
wide time range, sinceEDyj0 ¿ 1. Note also thattshort
is sample shape dependent even for ahomogeneousde-
magnetization field. If the sample is not ellipsoidal, the
the above analysis is incorrect—the problem becomes
sentially inhomogeneous. We then return to the kine
Eq. (4)—if the demagnetization varies on a length sca
much greater than the average distance between flip
spins, then (7) is modified to

ÙMs$r, td ­ 2Ms$r, td
2
t0

Z dj

p

3
Gds$r , tde2jjjyj0

fj 2 Es$r , tdg2 1 G
2
ds$r , td

, (11)

whereGds$r , td andEs$r , td are defined in terms ofMs$r, td
analogously to (5) and (6); the solution is then identical
(10) except thattshort is modified to

stsinhd
shortd21 , j0Ns0dt21

short , (12)

whereNs0d ­
R

d $r
P

a Pasj ­ 0, $r; t ­ 0d is theinitial
“density of states” for the dipolar field distribution, in
tegrated over the whole sample, at biasj ­ 0; typically
Ns0d , 1yEDm, whereEDm is the average demagnetiza
tion field.

To verify these results, and see when the square-r
behavior breaks down, we performed Monte Carlo (MC
simulations of the relaxation for various sample g
ometries. During each time intervaldt ø t0 one flips
molecules with probability1 2 exph2dtytNsjdj and
then recalculates the dipolar field distribution, now alter
by the flipped molecules (cf. Fig. 1). The system siz
we can simulate is not really macroscopic [20], but fini
size corrections do not change the two main predictio
of Eqs. (9)–(12), viz., (i) universality of the square-roo
relaxation at short times and (ii) the characteristic depe
dence of (12) on the sample geometry. Clearly, the fast
relaxation will be in nearly ellipsoidal samples.

Our calculations are most immediately applicable to t
Fe8 system [7], where the field distribution is almost en
5796
r a

n
es-
tic
le

ped

to

-

-

oot
)

e-

ed
e

te
ns
t
n-
est

he
-

FIG. 1. Monte Carlo simulations of the relaxation in tw
samples made from a cubic lattice of molecules. In (
Mstd is shown as a function of

p
tyt0 for (1) a cubic

sample ofs50d3 molecules, and (2) for a sphere of diamete
50 lattice spacings [the inset showsMstd as a function oftyt0].
The dashed line shows

p
t behavior; we see multimolecule

correlation effects onceMstd & 0.93. In (b) the density of
statesNsjd for the bias field, integrated over the spheric
sample (cf. text), is shown att ­ 0 (where finite size effects
smear the zero energy delta function), andt ­ 0.1t0. The latter
is distorted at high bias by nearest neighbor lattice effects. W
use units wherej0 ­ 1 andED ­ 20. The fraction of states in
the resonant window of widthj0 around zero energy, att ­ 0,
was 0.79 (sphere), and0.037 (cube); the ratio

p
0.79y0.036 ø

4.6 is close to the ratio,4 between the straight-line slopes
in (a).

tirely due to dipolar spread [21]. Confirmation of ou
predictions would then provide strong evidence for th
dynamic relaxation mechanism discussed here. We e
phasize that at higherT we donot expect

p
t relaxation,

since then dipolar flip-flop processes interfere,T1 be-
comes short [22], and the magnetization reversal proce
via higher levels, through mixed activationytunneling pro-
cesses. Coupling to the phonon bath is then crucial, wh
essentially changes the theory.

Another test of our theory is provided by the field depe
dence nearH ­ 0 of t

sinhd
short. According to Eq. (12) this is

proportional toNsj ­ gmBSHd, the density of states at a
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bias shifted by the external field, which thus “scans” acros
the spectrum of bias energies in the inhomogeneous ma
net. Nsjd can be calculated numerically for a given sampl
shape [23], and then compared directly with the measur
dependence oft

sinhd
short on H. The experimental line shape

(and position) are thus alsosample dependent.
Finally, we consider the relaxation whent ¿ tshort.

This problem is greatly complicated by the developmen
of intermolecular correlations inPs2d, Ps3d, etc. However,
one way of avoiding thisexperimentallywould be to let
the system substantially relax at highT , then cool to
low T ; one is then in the long-time relaxation regime
but with initial condition arranged to give a factorizable
Ps2d. Another analytic solution for the homogeneou
(i.e., ellipsoidal) case can then be found from (4), whe
M ø 1 and P

s2d
aa0sj, j0; $r , $r 0d ­ PasjdPa0 sj0d; one finds

exponentialrelaxation, at a rate

t21
long ø

2j0

Emaxt0f1 1 k lnsEmaxypj0dg
, (13)

wherek , 1 is a numerical coefficient, andEmax is the
spread in dipolar fields in this nearly depolarized limit
Details of the derivation will be given elsewhere.
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