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Plasma Crystal Melting: A Nonequilibrium Phase Transition
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The plasma crystal is shown to exhibit a nonequilibrium two-step phase transition due to part
heating by ion streaming motion in the sheath. In a nonlinear model, the energy increase due t
ion induced instability is found to be separated from the melting transition. The plasma crystal m
at a much higher particle energy than expected from classical models. This behavior is explaine
preferred destabilization of short-wavelength modes in the plasma crystal. [S0031-9007(98)06350
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Plasma crystals represent a unique bridge connecting
fields of (nonideal) plasmas and condensed matter phys
Plasma crystals consist of micrometer sized particl
trapped in the space charge sheath of magnetron
parallel plate rf discharges, where the particles form fla
nearly two-dimensional (2D) ordered structures [1–3
The fast response and their easy observability allow o
to study details of the phase transitions within actu
time scale. Melting transitions of 2D systems have be
studied theoretically under equilibrium conditions for th
past two decades [4]. Nonequilibrium phase transitio
have also been found experimentally and theoretically
colloidal suspensions, where ordering of the particles h
been induced by shear flows, optical gradients, or ele
trophoresis [5], and they have been investigated in vie
of spatial and temporal pattern formation [6].

Plasma crystals having two or more layers undergo
phase transition from an ordered, vertically aligned, he
agonal structure via a liquid to an almost gaslike state wh
the gas density in the discharge is reduced [7,8]. In t
space charge sheath the ions flow at supersonic speed f
above through the plasma crystal forming regions of e
hanced ion density (ion clouds) in the wake below the du
particles [9–13]. Experiments and linear analysis of th
situation [9,10] show that the ion clouds provide an attra
tive force leading to the observed vertical alignment. Th
alignment becomes unstable below a certain threshold
the discharge gas density, where characteristic oscillatio
set in, which lead to the heating of the particles and whic
have been observed in the experiment. Because of the
personic ion flow, the plasma crystal represents anopen
system, in which a nonequilibrium phase transition occur
In colloidal suspensions ordering of the particles has be
found under nonequilibrium conditions [5], whereas her
depending on the strength of nonequilibrium behavior, o
dered and fluid structures exist.

Recently, Melandsø [13] has studied the relaxation
a perfect 3D infinite dust crystal in a quasineutral plasm
with constant supersonic ion flow into a liquid state fo
two values of the neutral gas friction, where the io
0031-9007y98y80(24)y5345(4)$15.00
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instability saturates before and after melting of the cryst
respectively, indicating that melting occurs in a two-ste
process.

In this Letter, the melting transition of the plasma crys
tal is investigated in the space charge sheath with contin
ously reducing the gas density in a nonlinear model for t
dust dynamics, thereby closely following the experime
tal procedure given in [7]. In contrast to the idealized 3
system in [13], here a bilayer crystal with hexagonal stru
ture in the horizontal plane and vertically aligned particle
is studied (see also Fig. 1) with an interparticle distan
of a  450 mm, an interlayer distance ofd  360 mm, a
particle charge ofZ  13 000 elementary charges, and a
particle mass ofM  6.73 3 10213 kg. The self-excited
oscillations observed in the experiment have a frequen
close to the dust plasma frequencyvpd 

p
Z2e2ye0Ma3

(vpd  90 s21 for our conditions), and the motion is
mostly in the horizontal direction. Hence, only particl
motions in the horizontal plane$rjk  sxjk , yjkd (at fixed
vertical positionszk) are considered in our model. The in
dex j labels the particles in each plane andk corresponds
to the uppersk  1d and lowersk  2d layer.

Forces on the dust particles are due to collisions with t
neutral gas atoms, electrostatic interaction with the oth
particles, and the ion density distribution in the sheat
The actual density distribution of the streaming ions ca

FIG. 1. A single cell of the simulated system.
© 1998 The American Physical Society 5345



VOLUME 80, NUMBER 24 P H Y S I C A L R E V I E W L E T T E R S 15 JUNE 1998

le

r-
s
in
rt-
e

m,

e

e

r,
.

n-
re
r

t

ll
a-
e

r

be replaced by a positive point chargeZi which is rigidly
connected to each particle at a distance ofd 2 di below
each particle [10]. The neutral gas exerts a friction for
on the particles with friction constantn. A Langevin force
$FL takes into account individual collisions of the neutr
gas atoms with the dust particles. The Langevin force h
corresponds to a gas temperature of300 K. The equation
of motion for the particles can then be written as

d2
jk $r

dt2


1
M

$Fjk 2 n
d $rjk

dt
1

1
M

$FL . (1)

The force $Fjk  $Fjk,pp 1 $Fjk,pi consists of two parts.
The first describes the repulsion due to the neighbor
particles $Fjk,pp  2≠Uppy≠ $rjk with

Upp 
X
i.j

2X
k1

Us $rik 2 $rjkd 1
X
ij

Usj $ri1 2 $rj2 1 $ezdjd ,

where the first term on the right-hand side is the elect
static interaction of particles in the same layer and the s
ond is the repulsion of particles in different layers.$ez is
the unit vector in the vertical direction. The second pa
$Fjk,pi  2dk2≠Upiy≠ $rjk , describes the attractive force o
the lower particles due to the ion distribution (replaced
a single point charge) which can be written as

Upi  2e
X
ij

Us $ri1 2 $rj2 1 $ezdid, e  ZiyZ .

Here,e  0.5 anddi  0.4a will be used [10]. The Kro-
necker symboldk2 ensures that the attraction is only o
the particles of the lower layer. A similar force does n
exist for the upper layer because, in the supersonic
flow, an attractive force by polarization of the ion flow ca
only be communicated in the flow direction. This asym
metry is the reason for the instability and the nonequili
rium behavior of the system [9]. This situation can also
viewed as a classical analogon to Cooper pairing [11].

The particle interaction potentialU is assumed to be of
a Debye-Hückel-type,

Us $ri 2 $rjd 
e2Z2

4pe0j $ri 2 $rjj
exps2lj $ri 2 $rjjyad ,

where l is the effective screening strength.l  0 de-
scribes the pure Coulomb potential. In this Letter w
mainly present results forl  2, which is close to experi-
mental findings [14].

From the linear analysis [10] it is known that, due to th
ion flow through the dust crystal, energy is drained fro
the flow and transferred to the dust particles. This c
happen because of the (nonreciprocal) Coulomb interact
between the dust particles and the polarized ion flow. If t
neutral gas density is high enough, the energy transfer
to the particles is dissipated by friction with the neutral ga
When the friction constant drops below a critical valu
(nin  0.1635vpd for the conditions here) the energy o
the dust particles cannot be dissipated totally, and
5346
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vertically aligned particle arrangement becomes unstab
leading to horizontal oscillations of the particles at a
frequency ofvin  0.88vpd and a wave vector of$qina 
1
2 qinas

p
3 , 1d, qina  2py

p
3 for the Debye-Hückel case.

In the nonlinear model a set of 448 particles (224 pa
ticles in each plane) with periodic boundary condition
is studied to analyze the phase transition. The Langev
equation was solved using a standard approach [15]. Sta
ing with a hexagonal vertically aligned structure the phas
transition was studied by reducing the friction constantn in
the range between0.5vpd and0.1vpd. This corresponds
to the range of pressures between 140 and 30 Pa in heliu
where the experiments [7] were performed.

The particle trajectories, calculated from the model, ar
shown in Fig. 2 for different values of the friction con-
stant. The corresponding energyE and Coulomb cou-
pling parameterG  Z2e2y4pe0aE of the dust particles
can be seen in Fig. 3. For high friction the particles mov
only slightly about their equilibrium positions exhibiting
some irregular motion [Fig. 2(a)]. With reduced friction
the particle trajectories become more and more irregula
but still form an ordered structure [Figs. 2(b) and 2(c)]
For the lowest value ofn this structure is destroyed and
a fluid phase can be seen in Fig. 2(d). The particle e
ergy increases dramatically from nearly room temperatu
to about 10 eV for the upper layer and 30 eV for the lowe
layer nearninyvpd  0.1635 which is the onset of the
instability in the linear model. In a narrow regime jus
below nin a very interesting feature of particle motion
can be seen in Fig. 2(b), where a coherent motion of a
particles is found, i.e., all particles have the same oscill
tion amplitude, phase, and frequency. However, as will b

FIG. 2. The trajectories of the particles of the upper layer fo
l  2 and different friction constants. Note that the melting
occurs betweennyvpd  0.1225 andnyvpd  0.115.
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FIG. 3. The mean kinetic energy of the particles of th
upper layer (squares) and the lower layer (triangles) for t
Debye-Hückel interaction withl  2. The vertical dashed and
dotted lines show the critical frictions corresponding to cryst
instability nin and meltingnp, respectively. The labelssad to
sdd refer to the trajectories in Fig. 2.

shown in more detail, the strong increase in the particle
energy nearnin does not lead to the melting of the crys
tal. The melting occurs at an even further reduced fr
tion of np  0.12vpd, where a second jump in temperatur
is found, leading to the fluid phase in Fig. 2(d). The corr
sponding particle energy and the friction constant for ins
bility are close to that observed in experimentssninyvpd 
0.2d [7]. Note also that, forn . nin, the dust particles are
already slightly heated above room temperature due to
ion flow.

The critical value of friction for the meltingnp is
determined from the modified Lindemann parameter [1

dk 
2p
p

3

2
Na2

*
Ny2X
i1

1
Nb

NbX
j1

j $uik 2 $ujkj2

+
, (2)

where the second sum extends overNb next neighbors.
$ujk denotes the relative displacements of the partic
from their equilibrium positions andk?l is the average
over time. The Lindemann parameter shows a sudd
jump at np  0.12 (see Fig. 4), indicating that the phas
transition takes place only here. The critical Lindeman
parameter for the transition is found to bedp  0.08
and the corresponding critical value ofG is found to be
Gp  52 for the Debye-Hückel casel  2 (dp  0.06
andGp  23 for the Coulomb casel  0), which is much
less than that expected for these systems [4].
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FIG. 4. The Lindemann parameter for particles of the upp
layer for l  2 as a function of1yG. The inset shows the
Lindemann parameter as a function of the friction consta
The vertical lines indicate the melting transition.

The mode spectraZv describing the phonon energ
distribution during the transition, were calculated from t
velocity autocorrelation functions

Zv,ksvd  2
Z `

0
eivtZy,kstddt ,

with Zy,kstd 
P

jk $yjkstd $yjkst 2 tdly
P

jk $yjkstd $yjkstdl,
where $yjk is the velocity of particle jk. The re-
sults are shown in Fig. 5. For the coherent regime
nyvpd  0.1575 just below the onset of instability a
nin, the expected single-frequency spectrum is fou
[see Fig. 5(b)]. The excited mode has a frequency
0.881vpd which is very close to the most unstable mo
found from the linear analysis. The linear analysis, ho
ever, shows that for the conditions here a large numbe
unstable modes in the frequency range between0.847vpd
and0.882vpd should exist, but only a single narrow pea
is seen in the spectrum. This type of nonlinear wa
coupling is well known from many systems [6].

Figure 5(a) shows the spectra just above and just be
the critical value for meltingnp  0.12. The spectrum
is broader than for the coherent regime, but the m
contributions are still near0.8vpd.

To check the reliability of our results we have als
performed simulations on the phase transition of a sing
layer crystal, which can be described by a Hamiltoni
with the total energyUp 

P
ij Us $ri 2 $rjd. The critical

value for the Coulomb coupling parameter was found
be Gp  189 for l  2 (Gp  135 for l  0) which is
in agreement with the results of other simulations [4]. F
the bilayer plasma crystal, however,Gp  52 sGp  23d
is found (see Fig. 4).

This large difference in the values of the critical co
pling parameter can be explained by analyzing the autoc
relation spectra for a single-layer and a two-layer crys
5347
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FIG. 5. The spectra of the velocity autocorrelation functi
for the Debye-Hückel potential for different friction constant
The solid curve corresponds to the spectrum of a single-la
crystal before meltingsG  400d.

It is well known that long-wavelength (low-frequency
fluctuations play the key role for defect-mediated pha
transition in 2D systems [4]. In Hamiltonian systems t
phonon energy is uniformly distributed over the vibration
modes, which can also be seen in Fig. 5 for the sing
layer crystal. In the plasma crystal, however, only mod
close to the most unstable nearv  0.8vpd are excited,
and low-frequency modes are almost absent up to melt

Using a harmonic approach, the criticalGp for the melt-
ing transition can be estimated from the spectra. There
frequencies and wave vectors of the modes in the auto
relation spectra are assumed to be approximated by th
the most unstable mode atvin with wave vector$qin. The
oscillation amplitudesA are related to the thermal energ
of the particles viaMA2v

2
iny4  E. The displacements

of the particles can then be written asujk  A coss $qin ?
$rjk 2 vintd. Inserting this into Eq. (2) leads to

Gh 
4
p

p

3dp

µ
2

p
3

∂3y2µvpd sins
p

3 qinay4d
vin

∂2

, (3)

with the Lindemann parametersdp  0.08 sdp  0.06d.
This results in a critical value ofGh  49 sGh  19d,
which is very close toGp  52 sGp  23d in Fig. 4. The
harmonic approach for a single-layer crystal givesGh 
108 for the Coulomb case [17]. Thus, the high-frequen
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components are responsible for the low value ofGp of the
plasma crystal.

Similar low values of the critical coupling paramete
s10 , Gp , 60d were reported in [13]. However, the
strong spatial inhomogeneity of particle motion observ
in [13] was neither seen in our experiments nor seen in
present simulations. The differences may be attributed
the assumption of an idealized quasineutral 3D crysta
[13] and of a flat 2D system embedded in a space cha
sheath considered here.

In conclusion, we have presented a realistic nonline
model of the nonequilibrium melting transition of th
plasma crystal. The results may also be applicable
colloidal systems, where nonequilibrium situations due
shear flows, optical gradients, or electrophoretic forc
lead to stringlike ordering effects [5], similar to the vertic
alignment in plasma crystals due to the ion flow. It may
assumed that strong shear flows in colloidal systems re
in similar phase transitions.
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