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Nonstandard Diffusion Properties of the Standard Map
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The diffusion properties of the Chirikov-Taylor standard map are shown to be nonuniversal in
framework of the wave-particle interaction, because this map corresponds to a spectrum of
whose initial phases are all correlated. The occurrence of diffusion is shown to be a peculiar
the standard map when the average is made over the particles’ initial positions. The force corre
time is shown to decrease more slowly with the wave amplitudes for the standard map than for w
with noncorrelated phases. Lévy flights are shown to be one more peculiarity of the standard
[S0031-9007(98)06258-9]
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The Chirikov-Taylor map [1–3] defined by the finite
difference equations qn11 2 qn  In, In11 2 In 
K sinsqn11d, has been so widely studied during the pa
two decades that it is often referred to as thestandard map.
It is one of the basic models used in chaos theory a
also has direct physical applications [4]. It is, in particu
lar, relevant to the study of the statistical properties of th
dynamics of a charged particle in a broadband spectru
because it can be derived from the standard Hamiltonia

H  y2y2 1 sKy4p2d
1X̀

m2`

cossq 2 mtd , (1)

which describes the motion of a particle of mass 1 in a
infinite set of electrostatic waves having the same amp
tudes, same wave numbers, zero initial phases, and inte
frequencies.qn is then defined byqn  qst  2pnd and
In by In  2pyst  2pnd.

In order to check the universality of the standar
map regarding diffusion, we consider in this Letter th
Hamiltonian

H 0  y2y2 1 sKy4p2d
1MX

m2M

cossq 2 mt 1 wmd , (2)

which has the same form as (1) but which includes only
finite number of waves whose initial phaseswm are cho-
sen independently. Choosing waves with initial rando
phases corresponds to the choice usually made in plas
physics, when dealing with a wave spectrum resulting fro
the unstable growth of a random noise. It is, for exampl
the case in the beam-plasma instability [5]. Yet, in chao
theory, such a physical situation is often modeled using t
standard map [6].

The velocity distribution functions obtained from (1)
and (2) are compared. Actually, in the case of the dynam
ics defined by (2), one can define two different velocit
distribution functions:fqsy, td, when the statistics is made
with respect to the particles’ initial positions, andfwsy, td,
when the statistics is made over the initial phases, i.
0031-9007y98y80(22)y4871(4)$15.00
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over the electric field realizations. It will be shown in
this Letter that dynamical quantities averaged over the pa
ticles’ initial positions,k lq, exhibit some nonremovable
statistical noise, which is, however, smoothed out whe
the average is performed over the initial phases,k lw. As
a consequence,fqsy, td only converges towards a noisy
Gaussian, and therefore does not obey a diffusion equati
in the case of the dynamics defined by (2), whilefwsy, td
does. In the case of the standard map one can define on
the velocity distribution functionfqsy, td which will be
shown to obey a diffusion equation for most values ofK
allowing large scale transport. Hence, when the statistic
is made with respect to the particles’ initial positions, dif-
fusion is an atypical property of the standard map. More
over, the force correlation time will be shown to decreas
more slowly withK in the case of the standard map than in
the case of the dynamics defined by (2). Finally, it will be
shown that, because the initial phaseswm are not all corre-
lated inH 0, the dynamics defined by (2) cannot exhibit any
Lévy flights, in contrast to the case of the standard map.

We consider here only the case where the initial velocit
distribution function,fsy, 0d, is a Dirac distribution. Then,
if there is diffusion, i.e., if≠fsy, tdy≠t  D≠2fsy, tdy≠y2,
fsy, td is a Gaussian of variance2Dt. In the case of
the standard Hamiltonian, whenkDy2stdlq is numerically
observed to evolve linearly with time, the numerical distri-
bution functionfqsy, td indeed converges towards a Gauss
ian, as expected. This can be seen by comparingfqsy, td
to a Gaussian of the same variance, like in Fig. 1(a), or by
using a statistical test, like the Kolmogorov-Smirnov (KS)
test [7], which yields the probability that a given distribu-
tion function would be a Gaussian. In the case of Fig. 1(a),
the KS test indicates that, with a probability equal to 85%
fqsy, td is a Gaussian.

Surprisingly enough, the convergence offqsy, td to-
wards a Gaussian is actually an atypical result as such
convergence is not observed in the case of the Hamiltonia
(2). This is illustrated in Fig. 1(b), and the KS test indi-
cates a probability only equal to 30% thatfqsy, td would
© 1998 The American Physical Society 4871
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FIG. 1. Numerical distribution functions at timet (solid
lines) compared to the Gaussian distributions of th
same variances (dotted lines): (a) standard map,K  32,
t  90sKy4p2d22y3 . 104.4, 9000 particles’ initial positions;
(b) Hamiltonian (2), K  32, t  900sKy4p2d22y3 . 1044,
90 000 particles’ initial positions; (c) Hamiltonian (2), for the
sameK andt as in (a), and 9000 phase realizations.

be a Gaussian. Yet, as shown in [8],kDy2stdlq is indeed
numerically observed to evolve linearly with time, even
for times shorter than the one corresponding to Fig. 1(b).
fqsy, td actually looks like a noisy Gaussian even thoug
the number of samples and the time of integration corr
sponding to Fig. 1(b) are 10 times higher than in Fig. 1(a).
Actually, the amplitude of the noise in Fig. 1(b) is found to
be the same in a velocity distribution function correspond
ing to a time twice shorter, or when the number of sample
is divided by 10. Therefore, this noise does not decrea
as time goes on or if the number of samples is increased
is a nonremovable noise. This implies that, for the dynam
ics defined by (2), when the statistics is made with respe
to the particles’ initial positions, there is no diffusion.

However, a statistics made over the initial phaseswm

yields a diffusion.fwsy, td is indeed numerically observed
to converge towards a Gaussian as can be seen in Fig. 1c),
for the same values ofK and time, and the same number o
samples as in Fig. 1(a). Moreover, the KS test also indi-
cates a probability of 85% thatfwsy, td would be a Gauss-
ian. We thus conclude that, in the case of the Hamiltonia
(2), chaotic diffusion is an average-dependent statistic
property.

This can easily be understood using a property of loca
ity, recently introduced in [9]. Using perturbation theory
it was shown in [9] that, when thewm are chosen inde-
pendently, the statistical properties of the dynamics d
fined by (2) are the same as those of the reduced dynam
which encompasses only the waves with phase velocit
m such thatjm 2 ystdj # Dy, whereDy is proportional
4872
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to K2y3. Therefore, the reduced dynamics is a dynamic
system which changes as the particle’s velocity chang
Actually, as the wave phases are independent variables
reduced dynamics changes in an incoherent way. In p
ticular, the reduced dynamics related to velocitiesy1 and
y2 separated by2Dy at least are completely uncorrelated
These two reduced dynamics thus induce completely
dependent changes in the particle’s velocity, and also
the particle’s position. As shown in [9], this last featur
prevents any recorrelation when the particle’s velocity a
sumes once again the valuey1 after having been equal to
y2. Therefore, the particle experiences a sum of uncor
lated increments of velocity. Then, because of the cen
limit theorem, the velocity distribution function obtaine
by averaging over the realizations of these uncorrelated
crements of velocity converges towards a Gaussian. As
increments of velocity are uncorrelated because thewm are
independent variables, averaging over thewm is equiva-
lent to averaging over the realizations of the increments
velocity. This explains why the velocity distribution func
tion fwsy, td converges towards a Gaussian [9]. Now,
can easily be seen from the Hamilton equations of (2) th
at any timet, the values of a particle’s position and veloc
ity are uniquely determined once the value ofqs0d 1 wm

is prescribed for anym such that2M # m # M. This
implies that the set of parameters defining the dynamics
(2) is of dimension2M 1 1. In the space of these parame
ters, the point whosemth coordinate isqs0d 1 wm moves
along a straight line when onlyqs0d is varied. Therefore,
averaging over the initial position,qs0d, only amounts to
visiting a straight line, and thus a set of dimension one, a
of measure zero, in the set of all the parameters. This
not enough to obtain smooth quantities, and explains
statistical noise observed in Fig. 1(b).

For the sake of simplicity, we carried out all of th
above discussion in the particular case where thewm

are independent. However, the results shown previou
remain valid in the case where thewm only depend on each
other over a finite range, i.e., if there exists an integerlc,
lc ø M, such thatwi is independent of anywj such that
ji 2 jj $ lc. Therefore, as regards transport propertie
the standard map is only relevant to the description
those wave spectra where the initial phases of almost
the waves are correlated.

In order to further exemplify the difference betwee
the averages made with respect to the particles’ init
positions and the averages over the phase realizatio
let us investigate the evolution ofkDy2stdl. A direct
calculation [9] ofkDy2stdlw , using the Hamilton equations
of (2), shows that during aK-independent timet0, shorter
than2p, kDy2stdlw . 2DQLt, whereDQL  K2y32p3 is
the so-called quasilinear value of the diffusion coefficie
[10] (see Fig. 2). Plotting the initial evolution ofkDy2stdlq

for the Hamiltonian (2) shows that this curve is far from
being a straight line (see Fig. 2), and is actually a ve
noisy curve. As forfqsy, td, the noise present inkDy2stdlq



VOLUME 80, NUMBER 22 P H Y S I C A L R E V I E W L E T T E R S 1 JUNE 1998

r-
to

s

],

er-
n,

ce.

r-
si-
d

-
ect

on.
the
o-
ect
ly,

of
za-

re-

ra-

ns

s

the
FIG. 2. kDy2stdlq (solid line) andkDy2stdlw (dotted line) for
the Hamiltonian (2) withK  200. The dashed straight line
has the quasilinear slope.

comes from the fact that averaging over the particle
initial positions amounts to averaging over a very sm
fraction of the parameters defining the dynamics of (2
The strong discrepancy between the initial evolutions
kDy2stdlq and kDy2stdlw , shown in Fig. 2, is a good
illustration of how different the statistical properties of
dynamics can be, depending on the averaging process

In the case of the standard map, investigatingkDy2stdl
for times shorter than2p does not make any sens
because, ift , 2p, kDy2stdl  0. However, studying
kDy2stdl for longer times enables one to estimate the for
correlation time. Indeed, when the force is decorrelate
kDy2stdl evolves linearly. Studying the long-time evolu
tion of kDy2stdl, we now compare the force correlatio
times for the Hamiltonians (1) and (2).

In the case of the Hamiltonian (2), because of th
property of locality, force decorrelation can actually b
deduced from the study of the reduced forceFstd 
sKy4p2d

P
jm2ystdj#Dy cossq 2 mt 1 wmd. As already

mentioned, after having moved by more than2Dy along
the velocity axis, a particle is acted upon by a reduc
force Fstd independent of any of the phaseswm present
in Fs0d. This implies thatkFstdFs0dlw . 0. When the
statistics is performed with respect to the phase reali
tions, the force is thus expected to decorrelate when
particle has moved along the velocity axis by an amou
close to 2Dy. In order to numerically test this result
one needs to clearly specify a definition of the forc
correlation time, because there is actually no timetc

such that whent $ tc the force correlation function is
exactly 0. Therefore,kDy2stdlw never evolves exactly
linearly. Moreover, in a numerical simulation, the use
a finite number of samples to perform the averages ent
a statistical noise inkDy2stdlw which prevents its exact
evaluation. In the simulations we performed, the relati
amplitude of the fluctuations ofkDy2stdlw was less than
5%. This led us to define the force correlation time,tc,
as the time such that, fort $ tc, the relative discrepancy
betweenkDy2stdlw and its best linear fit always remain
s’
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below 5%. We then found that the force indeed deco
relates when a particle has moved by a quantity close
2Dy along the velocity axis. In order to illustrate thi
result, we estimated the valuesC andD which best fit the
linear evolutionkDy2stdlw  2Dt 1 C, and then plotted
kDy2std 2 Clwy2Dt as a function ofNbstd  kymaxstd 2

yminstdly2Dy, where Dy  0.43K2y3. One can see
in Fig. 3 that kDy2std 2 Clwy2Dt . 1 when Nb . 1.
Using the scaling properties analytically derived in [9
this implies that the force correlation time scales asK22y3.

If we now consider the case where the averages are p
formed with respect to the particles’ initial positions the
when calculatingkFstdFs0dlq, whereFstd is still the re-
duced force, the fact that the phases present inFstd and
Fs0d are the same or not does not make any differen
Actually, kFstdFs0dlq . 0 only if qstd can be considered
as independent from its initial value. Hence, force deco
relation is only due to the incoherent change of the po
tion, qstd, which begins to occur after a particle has move
by more than2Dy along the velocity axis. Therefore, un
like in the case when the average is performed with resp
to the phaseswm, a shift by2Dy along the velocity axis
only has an indirect consequence on force decorrelati
The force is thus expected to decorrelate later when
statistics is made with respect to the particles’ initial p
sitions than when the averages are performed with resp
to the phase realizations. This is confirmed numerical
as the force decorrelates whenNb . 2.5 when the aver-
age is made over the particles’ initial positions, instead
Nb . 1 when the average is made over the phase reali
tions (see Fig. 3).

In the case of the standard map, the way the force cor
lation time,tc, scales withK cannot be directly estimated
by studying the evolution ofkDy2stdlq. This is due to the
fact that the force decorrelates after only a few map ite
tions, which entails a too large imprecision ontc to de-
rive a scaling. However, one can have some indicatio
about the way the force correlation time decreases withK
by studying how fast the diffusion coefficient converge

FIG. 3. kDy2std 2 Cly2Dt for the Hamiltonian (2) withK 
200: average over the phases (solid line); average over
initial positions (dotted line).
4873
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towards its quasilinear value whenK ! `. Indeed, using
our definition of the force correlation time, whent $ tc,
the slope ofkDy2stdl, which yields an estimate of the dif-
fusion coefficient, does not vary by more than 5%. F
instance, whentc  2p, the diffusion coefficient for the
standard map differs from its quasilinear value by le
than 5%. WhenK  8, we could estimate that the force
gets decorrelated after a number of iterationsn such that
5 # n # 7. Therefore,10p # tc # 14p . If tc scaled
asK22y3, the valueKQL of the stochastic parameter cor
responding totc  2p would be such that89 # KQL #

148. Now, it has been analytically estimated [3,11] tha
the relative discrepancy between the diffusion coefficie
of the standard map and the quasilinear diffusion coef
cient is

p
8yspKd cossK 2 5py4d. This relative discrep-

ancy is less than 5% for anyK $ 3200yp . 1020. This
value is much larger than the one estimated by assu
ing tc , K22y3. Therefore,tc decreases withK more
slowly thanK22y3. Actually, if tc , K2a , then we esti-
mate0.33 # a # 0.4. This result is thus different from
the one corresponding to the Hamiltonian (2).

So far we have compared the diffusion properties
the Hamiltonians (1) and (2). Let us now investigate th
universality of the nondiffusive properties of the standa
map. It is well known that, regardless of how largeKp

is, in the intervalfKp, 1`g there exist ranges of values
of the stochasticity parameterK for which kDy2stdl does
not evolve linearly, even for long times. This is due t
the existence of accelerator modes [1] which give ri
to islets of stability in phase space. When a partic
is started inside such an islet, it experiences an alm
constant acceleration, and therefore not a diffusive proce
Moreover, these islets of stability are very sticky, whic
implies that if a particle’s orbit comes close to one of them
the particle experiences a coherent acceleration for a lo
time. This gives rise to Lévy flights [12], implying a time
dependence ofkDy2stdl of the form kDy2stdl , tg , with
g . 1, instead ofg  1 for diffusion. The occurrence of
Lévy flights can be encountered in various systems (s
references in [12]); however, in the context of the wav
particle interaction, it is a peculiarity of the standard ma
Indeed, the previous section showed that, in the case of
Hamiltonian (2), the force decorrelates whatever the val
of K allowing transport on a scale of the order ofM.

In conclusion, we showed that the diffusion propertie
of the standard map do not generalize to a wave spectr
with uncorrelated phases. Unlike in the case of the sta
4874
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dard map, for the dynamics defined by (2)kDy2stdl cannot
evolve in a superdiffusion way. WhenkDy2stdl is numeri-
cally observed to evolve in a diffusionlike fashion, the
force correlation time was shown to decrease more slow
for the standard map than for the Hamiltonian (2). More
over, the convergence of the velocity distribution func
tion towards a Gaussian was shown to be a peculiarity
the standard map when the statistics is made with resp
to the particles’ initial positions. When the wave initial
phases are not all correlated, such a convergence only
curs when the statistics is made with respect to the field r
alizations. Chaotic diffusion is thus an average-depende
property. In particular, the evolution ofkDy2stdl was
shown to strongly depend on the averaging procedure.
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