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Measurement of the Form-Factor Ratios forD*¥ — K*%¢* v,
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We present a measurement of the form-factor ratios= V(0)/A;(0) andr, = A,(0)/A,(0) for the
decayD* — K*%¢"v,. The measurement is based on a signal of approximately B006» K *¢* v,,
K* — K~ 7" decays reconstructed in data from charm hadroproduction experiment E791 at Fermilab.
The results arey = 1.84 = 0.11 = 0.08 andr, = 0.71 = 0.08 = 0.09. [S0031-9007(97)05284-8]
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PACS numbers: 13.20.Fc, 12.39.Hg, 14.40.Lb

Semileptonic charm decays are useful for probingcays. The vector form factov (¢%) and the axial-vector
the dynamics of hadronic currents because Cabibbdorm factorsA;(¢?) andA,(¢?) are relevant to the decay
Kobayashi-Maskawa (CKM) weak mixing matrix ele- D¥ — K*%e"p,.
ments for the charm sector are well known from unitarity Using data from charm hadroproduction experiment
constraints. Form factors are Lorentz-invariant functions£791 at Fermilab, we reconstruct about 3000 —
of ¢2, the square of the virtua¥ mass in the decay, that K*°e*», (and charge-conjugate) decays (three times the
describe how strong interactions modify the underlyinglargest previous sample [3]) and use the observed multi-
weak decay [1]. Form factor measurements in semilepdimensional distribution of kinematic variables to ex-
tonic decays test a variety of models and nonperturbativieact the form factor ratios = V(0)/A;(0) and r, =
calculations. In addition, heavy quark effective theoryA,(0)/A(0). We assume the nearest-pole dominance
[2] relates form factors in semileptonic charm decays tanodel for theg?> dependence of the form factors(q?) =
those in bottom decays (at the same four-velocity trans#(0)/(1 — qz/mgole) wherem,. is the appropriate vec-
fer), which are needed to extract the weak mixing matrixtor or axial-vector pole massty = 2.1 GeV/c? ormy =
elements|V,,| and |V,,| from semileptonic bottom de- 2.5 GeV/c? [4].
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E791 is a hadroproduction experiment [5] that generated . so0 [
charm using a 500 Ge\¢ 7~ beam incident on five thin
targets (one platinum, four diamond) separated by gaps =6®
of about 13.6 mm. E791 ran with a loose transverse en-
ergy trigger and recordetd X 10° interactions during the
1991-1992 Fermilab fixed-target run. The important fea-
tures of the E791 spectrometer for this analysis are the
tracking system (23 planes of silicon microstrip detectors, 0 BRSO
45 planes of drift and proportional wire chambers, and two Men (GeV/c%)
large-aperture dipole magnets), two threshGlerenkov
counters that provide gooki/# separation over the mo-
mentum range 6—36 Ge¥, and a lead-liquid-scintillator
electromagnetic calorimeter.

In each event, we search for a candidate decay ver-
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tex (secondary vertex) with unit charge made from three 5,4 t
charged tracks, separated from the reconstructed produc- +H++ t )
tion vertex (primary vertex) by at leasfo,, whereo, is . o H‘ A i
the uncertainty in the longitudinal separation. The decay K imvariant mass (GeV,/c?) Kt voriont mass (GeV,/c?)

vertex is required to be at least one measurement error ) ) }
outside the nearest target material. One charged particfldG: 1. Final sample ofD* — K™%"v,, K* — K" "
must be consistent with being an electron as determine%and'dates' The distributions are described in the text.
by electromagnetic shower shape, the match between
calorimeter energy and tracking momentum, and theinobserved neutrino, (c) product over candidateecay
match between calorimeter and tracking position measurdracks of the distance of closest approach of the track to
ments. Electron identification efficiency is about 70%,the secondary vertex divided by the distance of closest
while the probability for a pion to be misidentified as approach to the primary vertex, where each distance is
an electron is only 1%-2%. One of the two remain-measured in units of measurement errors, and (d) sepa-
ing charged particles must have Gerenkov kaon sig- ration significance between the production and decay
nature. Kaon identification efficiency is about 65% invertices. This selection criterion halved the number of
the momentum range 6—36 Gg¥ and lower above this wrong-sign events in the signal region, and kept 75% of
range. The probability for misidentifying a pion as aright-sign events.
kaon is about 5% in the same momentum range and sig- Figure 1 shows mass distributions for the final right-
nificantly lower above this range. Candidates consistengign (RS) and wrong-sign (W 7ev, candidates. The
with being misidentified>™ — K~ 77" decays are re- top left plot shows the distribution o#,;,, the mini-
moved. If electron and kaon candidates are oppositelynum K7ev, mass kinematically allowed by thB di-
charged, the decay is a candidate fotf — K*%¢*»,,  rection as determined from the measut€d 7, and e
K*— K~7*. We call them “right-sign” decays. If momenta and the positions of the primary and secondary
electron and kaon candidates have the same charge, thertices, with a0.75 < M(Kx) < 1.05 GeV/c¢? cut for
decay is classified as “wrong-sign.” The wrong-signboth the right-sign and wrong-sign events. Th&ni,
sample is used to model background in the right-sigrdistribution for true D™ — K~ 7 et v, events (with
sample. A clear excess of right-sign events compared too detector smearing) would have a cusp at e
wrong-sign events is seen in tiér invariant mass dis- mass (1.869 GeXt?). The bottom left plot in Fig. 1
tribution at thek ** mass. shows theM (K ) distribution for events withl.6 <

The finalK mev, sample (see Fig. 1) is optimized with M, < 2.0 GeV/c?. Of these, there are 3595 right-
a binary-decision-tree algorithm (CART [6]) that finds sign and 602 wrong-sign events wilh85 < M(K ) <
the set of “splits” in a set of single parameters or lin-0.94 GeV/c? (indicated by the vertical arrows in the fig-
ear combinations of parameters that best separates signaks), which are used to extract the form-factor ratios.
from background. We train CART using a subsampleThe right-hand plot in Fig. 1 shows the difference be-
(=15%) of the right-sign candidates for signal and thetween the right-sign and wrong-sign distributions. The
wrong-sign candidates for background. CART selectedhet K7 signal is dominantlyk ** as can be seen from
a single cut involving a linear combination of four the superposed fit of thé/(K#) spectrum to a pure
discrimination variables: (a) separation significance oMBreit-Wigner shape with the mass and width fixed to
the candidate decay vertex from target material, (bthe known values of the&k ** resonance. There is an
distance of closest approach of the candidBtemo- excess of events over that expected for a Breit-Wigner
mentum vector to the primary vertex allowing for the distribution in the region below th&/(K ) range used
maximum kinematically allowed miss distance due to than the analysis. The assumption that wrong-sign events
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accurately model the size and shape of the right-sigim a binned maximum likelihood fit, with background
background is addressed in the discussion of systematinodeled as in the first method.
uncertainties below. The first fitting technique givesy = 1.84 = 0.11 =
The kinematic variables used in extracting the form0.08 andr, = 0.71 = 0.08 = 0.09 with a correlation co-
factor ratios are the square of the invariant mass of thefficient of —0.13. The first error is statistical, and the
virtual W (¢?) and three angles. The polar angle, second systematic (discussed below). The above results
measured in the virtudV (or ev) rest frame, is the angle have been corrected for biases of less than 10% due to the
between the charged lepton and the direction opposite thechnique, determined from fitting Monte Carlo samples
K*°. The polar angl®@y, measured in th& ** rest frame, with known form-factor ratios. The second fitting tech-
is the angle between th& and the direction opposite nique givesry = 1.78 = 0.12 and r, = 0.68 = 0.07,
the virtual W. The azimuthal angley is the angle where the errors are statistical only. The Monte Carlo
between the momentum projections of the electron anthdicates no correction for bias is required. The re-
K in the plane perpendicular to the*? direction in the sults from the second fitting technique are consistent with
D rest frame. To calculate these variables, the neutrinthe first.
momentum is estimated up to a twofold ambiguity from Possible sources of systematic uncertainties were
the D flight direction as determined by the measuredconsidered and the most important are summarized in
positions of theD production and decay points, and the Table I. To estimate the effects of possible inaccuracies
measured momenta of the charged decay products. Monie the Monte Carlo simulation of the detector response,
Carlo simulation shows less kinematic variable smearind5 different sets of selection criteria were generated us-
for the solution which results in the low& momentum, ing different training samples for CART. The spread in
so it is used. the resulting form-factor ratios gives our estimate of this
We extract the form factors using an unbinnedsystematic uncertainty [10]. We estimate the uncertainty
maximume-likelihood method that uses a Monte Carlodue to our modeling of the background by varying our as-
simulation in the evaluation of the likelihood function sumptions about the amount of background (between 50%
[7,8]. The production physics and detector response arand 125% of the number of wrong-sign events) and the
simulated for an event set that is passed through thdistribution of the background (from the wrong-sign shape
same analysis chain as the data. The simulated evenis nearly uniform in the four-dimensional kinematic vari-
are generated with specified form-factor ratios (0.82able space). We have determined tiistt — DOz,
for r,, 2.00 for ry) [9]. The likelihood of the data D° — K e*v,, andD" — K*%7% " v, modes do not
sample is calculated, for any given set of theoreticacontribute significantly to the background in the signal
parameters, by computing the density of Monte Carlaregion. Other sources of systematic uncertainty are the
events in a specified volume around each data pointimited size of the Monte Carlo sample and uncertain-
where the simulated events are distributed accordingies in charged-particle identification efficiency. The
to the theoretical parameters under consideration. Toontributions from each source are added in quadrature
avoid generating separate Monte Carlo samples fogiving the total error of 0.08 and 0.09 fofy, and r,,
every set of theoretical parameters considered in theespectively.
fit, a single Monte Carlo sample is reweighted so that Figure 2 shows the projections of the kinematic vari-
the weighted events give the correct density about eacables co#y, cosf,, and y for data and for Monte Carlo
data point. As long as the Monte Carlo accuratelyevents that have been weighted according to the best fit
simulates both the charm production process and thealues for the form-factor ratios. To reveal the correla-
detector response, acceptance and smearing effects diens between the observed kinematic variables, we show
automatically incorporated into the fit. The wrong-signplots for each variable for two ranges of a second variable.
candidates are used to incorporate backgrounds into thEhe confidence level for the consistency of the Monte
fit with a similar techniqgue. We developed a secondCarlo and data projections is shown on each plot.
method to extract form factors that keeps both neutrino
momentum solutions and we use it as a check. To
account for the wrong solution, we use Monte Carlo TABLE I. Contributions to the systematic uncertainty.
simulation to determine a feedthrough_ matrix that 9iVeSg rce of uncertainty o o
the probability that an event appearing in one region v 2

of the space of measured kinematic variables woulcpimulation of detector effects 0.03 0.03
appear in another region when the other solution fo%ﬂgggergﬁg\)’;{;ﬁ:;'ﬁ %‘%j %‘%‘é
neutrino momentum is used. This matrix and theAmOj]nt of background 0.02 0.05
observed distribution of data events (both solutionspayicie identification efficiency 0.05 0.01
determine the fraction of data events that correspond tgitting technique 0.01 0.01
the correct neutrino-momentum solution in each regio otal estimate 0.08 0.09

of kinematic-variable space. Each fraction is then used
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FIG. 2. Data distributions (black dots with error bars) overlaid with Monte Carlo (histogram) for (&), dos ¢2/g%. = 0.5
(top) andgq?/ g2« > 0.5 (bottom), (b) cod, for g*/q2..x = 0.5 (top) andg?/g2,.x > 0.5 (bottom), (c)x for coshy = 0 (top) and
cosfy > 0 (bottom). The Monte Carlo events are weighted according to the best-fit values of the form-factor ratios.

Throughout, we have assumed the nearest pole domiactor ratios [12]. Table lll compares these results with
nance ¢> dependence F(¢%) = F(0)/(1 — ¢°/m4y)  predictions from Lattice Gauge calculations [13—16] and
which can be approximated by a form linear i, a quark model calculation [17] based on heavy quark ef-
F(g?) = F(0)(1 + p*¢?). This is a valid approximation fective theory. The former are in fair agreement with the
in the accessibleg> range (0—-0.947 GeYc¢*). We experimental results, while the latter is not, in particular
perform a three-parameter fit for the slopé and the for A>(¢2.,).
form-factor ratiosry and r, (fixing p3/pv = miy/m3). In summary, we have used a sample of 3000 signal
The result forry is 1.88 = 0.11, which is close to events to extract the form-factor ratios in the decay
the two-parameter fit. The results fos and p5 are D' — K %etv,: ry = 1.84 = 0.11 = 0.08 and r, =
strongly anticorrelated, so the statistical uncertainty0.71 = 0.08 = 0.09. The combined statistical and sys-
on these two parameters is large. The result for tematic uncertainties are a bit less than half the best
is 0.98%01¢ which is about 2 standard deviations previous measurement. The form-factor ratios are im-
higher than the result of the two-parameter fit. Theportant for improving our understanding of the dynam-
result for pj is —0.06-0%9 GeV2¢*, which is about ics of hadronic currents and might improve our ability
2 standard deviations lower than the theoretical expectdo extract CKM matrix elements fronB semileptonic
tion p3 = 1/m3 = 0.16 GeV 2%, decays.

Table Il compares the form-factor ratios measured by We thank the staffs of Fermilab and all the par-
this experiment and previously published results. Allticipating institutions for assistance. This work was
measurements are in accord. Using the world averages fsupported by the Brazilian Conselho Nacional de
B(Dt — K00t v.) and theD™* lifetime [4], we extract Desenvolvimento Cieffico e Technolégico, CONACyYT
the values of the form factors,, A,, andV at¢> =0  (Mexico), the Israeli Academy of Sciences and Humani-
and atg®> = ¢2.,. We account for both the finite width of ties, the U.S. Department of Energy, the U.S.-Israel
the K *0 and the correlation between the measured formBinational Science Foundation, and the U.S. National

TABLE Il. Results of this analysis (E791) and comparison with other experiments. The
approximate number of signal events and the lepton type used in each analysis is also

listed.

Experiment ry = V(0)/A(0) = A2(0)/A(0) Events
E791 1.84 = 0.11 £ 0.08 0.71 = 0.08 = 0.09 3000(e)
E687 [3] 1.74 = 027 + 0.28 0.78 = 0.18 + 0.10 900 (u)
E653 [11] 2.007033 = 0.16 0.827922 = 0.11 300 ()
E691 [8] 20+ 0.6+ 03 0.0+ 0.5+ 02 200 (e)
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TABLE Ill. Form factors extracted from the measured ratios [5] J. A. Appel, Annu. Rev. Nucl. Part. Scii2, 367 (1992);

ry andr,, and several theoretical predictions.

Group A(0) A,(0) V(0)
E791 0.58 + 0.03 041 =006 1.06 = 0.09
APE [13] 0.67 = 0.11 049 + 034 1.08 = 0.22
Wuppertal [14]  0.6170 0.8379% 1.347031
UKQCD [15] 0.70709% 0.6670:12 1.017939
ELC [16] 0.64 + 0.16 041 =028 0.86 = 0.24
A1 (ghax) Ax(ghax) V (gmax)
E791 0.68 + 0.04 048 +0.08 135 = 0.12
ISGW2 [17] 0.70 0.94 1.52
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