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Causality and Symmetry in Time-Dependent Density-Functional Theory
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We resolve an existing paradox regarding the causality and symmetry properties of response func
within time-dependent density-functional theory. We do this by defining a new action functional with
the Keldysh formalism. By functional differentiation the new functional leads to response functio
which are symmetric in the Keldysh time contour parameter, but which become causal when a transi
to physical time is made. The new functional is further used to derive the equations of the tim
dependent optimized potential method. [S0031-9007(97)05233-2]
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Time-dependent density-functional theory (TDDFT
[1–7] provides a rigorous and useful method for calcula
ing properties of many-particle systems in time-depende
external fields. TDDFT has been applied to a wide var
ety of physical problems both within the linear respons
regime and beyond [4]. The rigorous foundations o
TDDFT were first laid down by Runge and Gross [8] who
proved a 1-1 correspondence between the time-depend
external fieldysrtd and the time-dependent densitynsrtd,
for many-body systems evolving from a fixed initia
state. Within TDDFT, one further introduces an auxiliar
noninteracting system, known as the Kohn-Sham syste
with the same densitynsrtd as the fully interacting system.
The Runge-Gross theorem applied to a noninteracti
system then says that the external potentialys of the
Kohn-Sham system is uniquely determined by the densi
If we subtract fromys both the Hartree potential and the
external potential of the interacting system we obtain th
exchange-correlation potentialyxc which incorporates all
the exchange and correlation effects. This quantity ca
therefore, by the above construction, be defined witho
invoking a variational or action principle. However,
having an action principle is desirable as it provides a
elegant derivation of the Kohn-Sham one-electron equ
tions and a systematic way of deriving approximations
yxc. The original work by Runge and Gross [8] alread
provided a derivation of the Kohn-Sham equations from
an action principle using the action

Afng ­
Z t1

t0

dtkCfng ji≠t 2 ĤstdjCfngl . (1)

It was later discovered [3,4] that this definition of the actio
leads to a paradox when calculating response function
On the one hand, response functions likefxcsrt, r0t0d ­
dyxcsrtdydnsr0t0d must be causal, i.e., be zero fort , t0.
On the other hand,yxc should be obtained as the func-
tional derivativeyxcsrtd ­ dAxcydnsrtd of the exchange-
correlation partAxc of the action functional. Interchang-
ing the order of differentiation then yieldsfxcsrt, r0t0d ­
d2Axcydnsrtddnsr0t0d ­ fxcsr0t0, rtd. Hence, we find that
fxc must be a symmetric function of its space-time argu
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ments. The symmetry and causality requirements clea
contradict each other. This problem is not specific to th
action functional given by Eq. (1) but applies to all twice
differentiable action functionals defined in physical time
The main purpose of this Letter is to show how this para
dox can be resolved by use of the Keldysh formalism.

A further problem with the action functional in Eq. (1)
is related to the treatment of its boundary conditions. I
order to derive the time-dependent Schrödinger equati
(TDSE) from the action functional, one has to enforc
the boundary conditionsdCst0d ­ dCst1d ­ 0 on the
variations of the wave function. Within TDDFT the
action functionalA is only defined on the set ofy-
representable wave functions, i.e., wave functions whic
satisfy a TDSE. On this set variationsdC are always
caused by potential variationsdy. Therefore, since the
TDSE is first order in time, the variationdCstd at
times t . t0 is completely determined by the boundary
condition dCst0d ­ 0. We are thus no longer free to
specify a second boundary condition at a later tim
t1. This leads to a nonvanishing boundary term whe
making the variationdA. The problem is usually treated
by using a convergence factor expsetd in the definition
of the action functional and moving one boundary t
2̀ . This procedure, however, introduces a difficul
problem associated with the interchange of the function
differentiation ande ! 0 limits.

In this Letter, we will introduce an action functional
without the above-mentioned problems. First of all, ou
new functional does not explicitly contain the time
derivative operator≠t, and thus no boundary terms
appear when performing variations. Second, we u
the time contour method due to Keldysh [9] in which
the physical timet is parametrized by an underlying
parametert, called pseudotime. This procedure wa
originally introduced by Keldysh in order to obtain an
elegant treatment of nonequilibrium systems in terms
many-body Green functions [9–13]. We will use the
same procedure in the definition of our action functiona
Higher functional derivatives of the new action functiona
will lead to response functions which are symmetric in th
© 1998 The American Physical Society
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Keldysh time contour parameter. Transforming back t
physical timet then yields the desired causal, i.e., retarde
response functions in terms oft.

The Keldysh contour is defined by parametrizing th
physical timetstd in terms of a pseudotimet in such a
way that if t runs fromti to tf then t runs from t0 to
t̃ and from t̃ back to t0. The value oft̃ can be chosen
arbitrarily as long as physical quantities are calculated
earlier times. In practice one often takest̃ ­ 1` [9].
The actual form of the parametrization is irrelevant sinc
and the final results are independent of it. The initial sta
of the system at timet0 is given by the wave functionC0.
The evolution of this state in pseudotime is governed b
the Schrödinger equation

fit0std21≠t 2 Ĥstdg jCstdl ­ 0 , (2)

wheret0std ­ dtydt. The HamiltonianĤstd is given by
Ĥstd ­ T̂ 1 Ûstd 1 Ŵ where T̂ represents the kinetic
energy operator,̂U represents the external field explicitly
given by Ûstd ­

R
d3r n̂srdusrtd, andŴ represents the

two-particle interaction. We first define a functional o
the external fieldu by

Ãfug ­ i lnkC0jV stf , tidjC0l , (3)

whereV is thet or contour ordered evolution operator o
the system

V stf , tid ­ TC exp

∑
2i

Z tf

ti

dt t0stdĤstd
∏

, (4)

whereTC denotes ordering int [12]. It is this redefini-
tion of the time-ordering operator in addition to the in
troduction of the time contour which makes the Keldys
approach applicable in nonequilibrium Green functio
theory [12]. It is clear that if the external potential is
equal on the forward and backward parts of the contou
i.e., of the formusrtd ­ ysssrtstdddd, then this evolution op-
erator will become unity and̃A will become zero. Po-
tentials of this type will be denoted as physical poten
tials. Functional derivatives, however, can be nonzero f
physical potentials. The functional derivative ofÃ with
respect tou yields

dÃ
dusrtd

­
kC0jV stf , tdn̂srdV st, tidjC0l

kC0jV stf , tidjC0l

­ kn̂Hsrtdl ­ nsrtd , (5)

where we defined the Heisenberg representation of
operatorÔ as usual byÔHstd ­ V sti , tdÔV st, tid and
the expectation value by

kÔHstdl ­
kC0jTCfV stf , tidÔHstdg jC0l

kC0jV stf , tidjC0l
. (6)

Note that we have used the usual convention of Keldy
Green function theory [12] where the functional derivativ
is defined bydÃ ­

R
d3r dt t0std fdÃydusrtdgdusrtd;

i.e., the termt0std belongs to the integration measure
rather than the functional derivative. If we now take th
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derivative of Ã at a physical potentialusrtd ­ ysssrtstdddd
we obtain

dÃ
dusrtd

Ç
u­ysrtd

­ kC0jV st0, tdn̂srdV st, t0djC0l ­ nsrtd ,

(7)

where the evolution operatorV is now defined in physical
time. Therefore, the derivative of̃A at the physical
potential y is the density of the system in the externa
field y. We now want to usensrtd as our basic variable,
and we perform a Legendre transform and define

Afng ­ 2Ãfug 1
Z

C
dt d3r nsrtdusrtd (8)

so that dAydnsrtd ­ usrtd. For convenience we in-
troduced the short notation

R
C dt for

R
dt t0std. The

Legendre transformation assumes that there is a one
one relation betweenusrtd andnsrtd such that Eq. (5) is
invertible. This can, however, be proven by an extensi
of the Runge-Gross theorem to the case of a pseudot
parametrization [14].

We now define an action functional for a noninteractin
system with the Hamiltonian

Ĥsstd ­ T̂ 1 Ûsstd (9)

and the action

Ãsfusg ­ i lnkF0jVsstf , tid jF0l . (10)

The evolution operatorVsstf , tid is defined similarly as in
Eq. (4) withĤ replaced byĤs. The initial wave function
F0 at t ­ t0 is a Slater determinant. We can now do
similar Legendre transform and define

Asfng ­ 2Ãsfusg 1
Z

C
dt d3r nsrtdussrtd . (11)

The exchange-correlation partAxc of the action functional
is then defined by

Afng ­ Asfng 2 Axcfng

2
1
2

Z
C

dt d3r1 d3r2
nsr1tdnsr2td

jr1 2 r2j
. (12)

The above equation implicitly assumes that the fun
tionals A and As are defined on the same domain, i.e
that there exists a noninteracting system described by
HamiltonianĤs with the same density as the interactin
system described by the HamiltonianĤ. A necessary re-
quirement in order for this to be true is that the initia
statesC0 andF0 must yield the same density. For mos
applications,C0 will be the ground state of the system be
fore the time-dependent field is switched on andF0 will
be the corresponding Kohn-Sham determinant of statio
ary density-functional theory. Functional differentiatio
of Eq. (12) with respect tonsrtd yields

usrtd ­ ussrtd 2 uxcsrtd 2 uHsrtd , (13)
1281



VOLUME 80, NUMBER 6 P H Y S I C A L R E V I E W L E T T E R S 9 FEBRUARY 1998

he
ity

al
he
where uH srtd ­
R

d3r 0 nsr0tdyjr 2 r0j is the Hartree
potential anduxcsrtd ­ dAxcydnsrtd is the exchange-
correlation potential. By the above construction th
potentialus of the noninteracting system yields the sam
density as the potentialu in the fully interacting system.
The noninteracting system is thus to be identified wit
1282
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the time-dependent Kohn-Sham system. If we take t
above derivatives at the physical time-dependent dens
nsrtd corresponding to the potentialusrtd ­ ysssrtstdddd
of the interacting system, we can transform to physic
time and the Kohn-Sham system is then given by t
equations
f2 1
2 =2 1 ysrtd 1 yHsrtd 1 yxcsrtdgfisrtd ­ i≠tfisrtd, yxcsrtd ­

dAxc

dnsrtd

Ç
n­nsrtd

, (14)
ty
where the densitynsrtd can be calculated from the sum o
the square of the orbitals. We now address the probl
of causality versus symmetry associated with the respo
functions. The second derivative of the functionalÃ
yields

xsr1t1, r2t2d ­
d2Ã

dusr1t1ddusr2t2d

­ 2ikTCDn̂Hsr1t1dDn̂H sr2t2dl , (15)

where the density fluctuation operatorDn̂Hsrtd ­
n̂H srtd 2 kn̂H srtdl enters rather than the density opera
tor, due to the derivatives of the denominator in Eq. (5
This density response function is symmetric as it shou
and from the Legendre transform it follows that it
inverse is given by

x21sr1t1, r2t2d ­
d2A

dnsr1t1ddnsr2t2d
. (16)
f
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Taking the second functional derivative of Eq. (12) now
yields

x21 ­ x21
s 2

1
t0st1d

dst1 2 t2d
jr1 2 r2j

2 fxc , (17)

where x21
s is the inverse of the Kohn-Sham

density response function andfxcsr1t1, r2t2d ­
dyxcsr1t1dydnsr2t2d. Since both x21 and x21

s are
symmetric alsofxc must be symmetric. However, these
functions will become causal in physical time. In order to
see how they act in physical time we calculate the densi
responsednsrtd due to a variationdysrtd. The function
x evaluated at a physical densitynsrtd is given by

ixsr1t1, r2t2d ­ ust1 2 t2d kDn̂Hsr1t1dDn̂Hsr2t2dl

1 s1 $ 2d . (18)

Hence, we have
dnsr1t1d ­
Z

C
dt2 d3r2 xsr1t1, r2t2ddysr2t2d

­ 2i
Z t1

ti

dt2 t0st2dd3r2kn̂Hsr1t1dn̂Hsr2t2dldysr2t2d 2 i
Z tf

t1

dt2 t0st2dd3r2kn̂H sr2t2dn̂Hsr1t1dldysr2t2d

­
Z 1`

t0

dt2 d3r2 xRsr1t1, r2t2ddysr2t2d , (19)
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where
ixRsr1t1, r2t2d ­ ust1 2 t2d

3 kC0j fn̂Hsr1t1d, n̂Hsr2t2dgjC0l . (20)
In the last step we used the fact that the expectation va
of the commutator of the density fluctuation operators
equal to the expectation value of the commutator of t
density operators themselves. Similarly forxs we obtain
xs,R which is given by Eq. (20) withC0 replaced byF0.
From Eq. (17) we see thatfxc has a similar structure asx
andxs. Transformation to physical time yields the caus
equivalentfxc,R. Acting in physical time, Eq. (17) then
becomes

x21
R ­ x21

s,R 2
dst1 2 t2d
jr1 2 r2j

2 fxc,R . (21)

This is the basic equation used to calculate excitati
energies within TDDFT [15,16]. We have thus obtaine
the main result of this paper. All response function
lue
is

he

al

on
d
s,

i.e., higher order derivatives of the action functional a
symmetric functions in pseudotime and become cau
or retarded functions when transformed back to physi
time. This resolves the paradox arising from the previo
definition of the action functional.

Finally we will discuss a useful application of th
new formalism, namely, a new derivation of the tim
dependent optimized potential method (TDOPM) [17].

The exchange-correlation partAxc of the action func-
tional can be expanded in terms of Keldysh Green fu
tions [18] where the perturbing Hamiltonian is given b
Ĥ 2 Ĥs. The expansion of the logarithm of the evolu
tion operator yields the set of closed connected diagra
Perturbation theory also requires an adiabatic switchi
on of Ĥ 2 Ĥs in the physical time intervals2`, t0d in
order to connect the statesC0 andF0. This is, however,
readily achieved by extending the Keldysh contour
2` [18]. If we restrict ourselves to the first order term
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we find that the Hartree term and the term withu ­ us

cancel and obtain the exchange-only expression

Axfng ­ 2
1
2

NX
ij

Z
C

dt d3r1 d3r2

3
f

p
i sr1tdfisr2tdfjsr1tdfp

j sr2td
jr1 2 r2j

. (22)

One sees that this functional is an implicit functional o
nsrtd but an explicit functional of the orbitals. Going
f

to higher order inĤ 2 Ĥs, the Keldysh perturbation
expansion, in a similar way, leads to orbital depende
expressions for the correlation partAc of the action. In
that case one may obtainuxc from

uxcsr2t2d ­
Z

C
dt d3r1

dAxc

dussr1t1d
dussr1t1d
dnsr2t2d

. (23)

Matrix multiplication by xs and using the chain rule for
differential yields
Z

C
dt2 d3r2 xssr1t1, r2t2duxcsr2t2d ­

NX
i­1

Z
C

dt2 d3r2
dAxc

dfisr2t2d
dfisr2t2d
dussr1t1d

1
dAxc

df
p
i sr2t2d

df
p
i sr2t2d

dussr1t1d
. (24)
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In the following we will consider only the realistic case
where the functional derivativedAxcydf

p
i at a physical

potential is the complex conjugate ofdAxcydfi. Calcu-
lating the functional derivativesdfiydus and df

p
i ydus

requires careful consideration of the boundary condition
From Eq. (10) it follows that the statejF0l evolves from
ti forward in pseudotime, and therefore the variation
dfi have to satisfy the boundary conditiondfistid ­ 0.
However, the complex conjugate statekF0j evolves from
tf backwards in pseudotime, and thus the variatio
df

p
i have to satisfy the boundary conditiondf

p
i stf d ­

0. Carrying out these variations in a similar way a
in Ref. [17] we obtain from the pseudotime Kohn-Sha
equations

dfisr2t2d
dussr1t1d

­ 2iust2 2 t1dfisr1t1d

3
X

j

fjsr2t2dfp
j sr1t1d ,

df
p
i sr2t2d

dussr1t1d
­ 2iust1 2 t2dfp

i sr1t1d

3
X

j

fp
j sr2t2dfjsr1t1d . (25)

Inserting the above expressions and transforming back
physical time yields the integral equation

NX
j

Z
dt2 d3r2 GRsr1t1, r2t2dfjsr1t1dfp

j sr2t2d 3

fyxcsr2t2d 2 wxcjsr2t2dg 1 c.c. ­ 0 ,

(26)

where we defined the retarded Green function by

iGRsr1t1, r2t2d ­ ust1 2 t2d
X

j

fp
j sr1t1dfjsr2t2d (27)

and the quantitywxcj by

wxcjsrtd ­
1

f
p
j srtd

dAxc

dfjsrtd

Ç
fi­fisrtd

. (28)

Equation (26) is the well known equation of the TDOPM
[17].
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Our results can be summarized as follows: We hav
resolved an existing paradox regarding the causali
and symmetry properties of response functions withi
TDDFT. This is achieved by introducing an action func
tional defined on a Keldysh contour. From this action
we furthermore derived the time-dependent Kohn-Sha
equations and, as an example, the TDOPM equations.
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