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Density Matrix Renormalization Group Study of the Striped Phase in the 2Dt-J Model

Steven R. White1 and D. J. Scalapino2
1Department of Physics and Astronomy, University of California, Irvine, California 92697

2Department of Physics, University of California, Santa Barbara, California 93106
(Received 27 May 1997)

Using the density matrix renormalization group, we study the 2Dt-J model at a hole doping ofx  1
8

on clusters as large as19 3 8. We find a striped phase consistent with recent neutron scattering experi-
ments. We find that bond-centered and site-centered stripes have nearly the same energy, suggesting
that in the absence of pinning effects the domain walls can fluctuate. [S0031-9007(97)05257-5]

PACS numbers: 71.10.Fd, 74.20.Mn, 71.10.Pm
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In the low temperature tetragonal (LTT) phase o
La1.62xNd0.4SrxCuO4, the tilt pattern of the CuO6 octahe-
dra form lines of displaced oxygens parallel to the Cu-
bond directions. These lines are rotated by 90± between
adjacent layers. At a filling ofx 

1
8 , superconductivity

is suppressed, and neutron scattering studies [1,2] rev
a striped domain wall ordering of holes and spins whic
is believed to be commensurately locked by the tilt dis
tortion of the lattice. One model for this striped orde
[1,2] is illustrated in Fig. 1(a). Here the charge domai
walls are shown running vertically and centered along th
Cu-O-Cu legs, although the phase information required
determine whether the domains should be leg centered
bond centered (centered between two legs) is not know
As shown, the domains are separated by four Cu-O-C
spacings and, forx 

1
8 , contain one hole per two4 3 1

domain wall unit cells. This latter feature is at odds wit
one-electron Hartree-Fock calculations [3] which predi
a domain wall filling of one hole per domain wall unit
cell. The spins in the regions between the walls are a
tiferromagnetically correlated with ap phase shift across
a domain wall. Whenx fi

1
8 , superconductivity is found

to coexist with a weakened domain wall ordering, sug
gesting a close connection between the two.

Here we present the results of numerical density matr
renormalization group (DMRG) [4] calculations for at-J
model with a hole dopingx 

1
8 . We find evidence

for domain walls withp phase-shifted antiferromagnetic
regions separating the walls, and with a filling of on
hole per two4 3 1 domain wall unit cells. Kivelson and
Emery [5] have suggested that domain walls arise wh
phase separation of the holes into uniform hole-rich an
hole-poor regions is frustrated by long-range Coulom
forces. The question of whether, in fact, thet-J model
exhibits phase separation for the relevant physical valu
of Jyt and dopingx remains controversial [6,7]. Our
present results show that long-range Coulomb forces a
not necessary for the formation of domain walls.

Depending on the size and boundary conditions (BC
of the cluster we study, the domain walls may be si
centered, as shown in Fig. 1(a), bond centered, or
between. In contrast to Fig. 1(a), however, the sit
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centered domain walls have substantial hole densities o
three rows of sites, rather than one. Previous attempts
understand the charge degrees of freedom of the strip
phase have focused on single chain models [5,8]. W
consider another approach, in which coupled ladders
used to model the 2D system. In particular, in order
understand bond-centered stripes, we consider an arra
two-leg ladders which are coupled antiferromagnetica
via a mean field. We find that thep phase-shifted
magnetic order of the bond-centered striped phase can
understood within this mean field picture.

The t-J Hamiltonian in the subspace of no doubl
occupied sites is given by

H  2t
X
kijls

scy
iscjk 1 H.c.d 1 J

X
kijl

µ
Si ? Sj 2

ninj

4

∂
.

(1)
Here kijl are near-neighbor sites,s is a spin index,$Si 
c

y
i,sss,s0ci,s0 , and ni  c

y
i"ci" 1 c

y
i#ci#, with c

y
is scisd being

an operator which creates (destroys) an electron at s
i with spin s. The near-neighbor hopping interaction ist
and the near-neighbor exchange interaction isJ. We refer
to the Cu-Cu lattice spacing asa and measure energies in
units of t. We consider onlyJyt  0.35 here.

FIG. 1. (a) Spin and hole structure suggested in Ref. [1]
account for neutron scattering experiments. (b) Hole dens
and spin moments for the central8 3 8 region of a 16 3 8
t-J system. The diameter of the gray holes is proportion
to the hole density1 2 knil, and the length of the arrows
is proportional tokSz

i l, according to the scales shown. Th
domain wall order shown in (b) depends on the bounda
conditions as discussed in the text.
© 1998 The American Physical Society
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We present results here forL 3 8 clusters, withL as
large as 19. As first discussed by Liang and Pang [
the truncation errors in a DMRG calculation typically ris
exponentiallywith the width of a large two-dimensional
system (while only linearly with the length). However
the errors also tend tofall exponentially with the number
of states kept per block. Consequently, while studies
dopedL 3 8 clusters are quite difficult, by keeping from
1000–2000 states per block, we can obtain useful resu
with truncation errors of 0.0002–0.0001. We are able
keep this many states because of recent improvement
the DMRG finite-system algorithm [10].

The nature of the ground state of the 2Dt-J systems
causes additional numerical difficulties. Rather than
approximately homogeneous phase, we find that the s
tem tends to have inhomogeneous charge and spin dis
butions (such as domain walls), which can be pinned by t
open BCs usually used in DMRG. Usually more than on
such low-energy configuration is possible: For examp
one could have horizontal as opposed to vertical stripes.
DMRG calculation involves sweeps through the sites of t
lattice, and the energy of the approximate DMRG groun
state of the system is decreased mostly through “local” im
provements of the wave function. We find that, in a larg
2D system, DMRG is usually unable to tunnel between tw
substantially different low-energy configurations. Eve
when a low-energy tunneling path exists between two ve
different configurations, the calculation may move alon
the path slowly. To deal with these difficulties, we usu
ally perform several simulations for each system. The
systems differ in the charge and spin configurations in t
first few sweeps. Later sweeps drive the system to a lo
energy minimum. One can then compare the total ene
of different simulations to find which configuration is the
ground state. The charge and spin configurations can
controlled in two ways: (1) by adjusting the total quantum
numbers of the system at each step as the lattice is fi
built up from a few sites, and (2) by applying local chem
cal potentials and magnetic fields for the first few sweep
Unfortunately, it is possible to miss the true ground sta
configuration if it is substantially different from what one
expects. However, unlike an ordinary variational calcul
tion, only the crudest overall features of the wave functio
such as the general location of the domain walls, are sp
ified in the initial sweeps. These various runs can gi
substantial insight into what types of low-energy configu
rations can possibly occur under slightly different BCs o
small perturbations to the Hamiltonian [11].

Figure 1(b) shows the charge and spin density in t
ground state for the central8 3 8 section of a16 3

8 system withJyt  0.35 and 16 holes, corresponding
to a filling x 

1
8 . Periodic BCs were used in they

direction, and open BCs were used in thex direction.
Along the left and right edges of the system a sma
staggered magnetic field of0.1t was applied. The BCs
and the edge staggered field serve to orient and pin
9],
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domain walls in the configuration shown. In an LTT
phase, the domain walls are oriented, and possible pinne
by the lattice distortion. The staggered edge field furthe
acts to pick a direction for the spin order, which allows
direct measurement of the spin configurations and reduc
truncation errors in the DMRG calculation. Previous to
this calculation, dozens of simulations were performed
mostly on8 3 8 clusters, to find the nature of the ground
state and the effect of various BCs. Included were sever
initial conditions corresponding to phase separation, wit
the hole cluster either on the edge or in the center o
the system. These phase-separated configurations w
unstable, with the hole cluster tending to split or lengthe
into domain walls. A single eight-hole vertical domain
wall was also unstable, even when initial conditions an
boundary staggered magnetic fields favored one. Objec
resembling diagonal domain walls have been observed
three chain and four chain ladders [12,13], but attemp
to stabilize a diagonal domain wall on an8 3 8 system
instead yielded a bent domain wall with the central par
aligned in the (1,0) direction. Periodic BCs in they
direction tend to favor vertical domain walls; open BCs
in the direction of the stripes tend to suppress them.

In the simulation shown in Fig. 1(b), eleven sweep
were performed, and in the final sweep 1400 states we
kept. A local chemical potential was applied to confine
the holes to the width-two stripes shown for the first six
sweeps, and then removed. No initial magnetic field wa
needed away from the left and right edges to orient th
p-shifted antiferromagnetic domains as shown.

Figure 2 shows the domain wall structure in a differen
way. With the solid circles, we show the local hole
density, nhs,d  1 2 kcy

,"c," 1 c
y
,#c,#l, as a function of

the x-coordinate,x. The bond-centered nature of these
domain walls is evident. To show the spin structure, w
define

Spslxd  1yLy

LyX
ly1

s21dlx 1ly kSzslx , lydl . (2)

FIG. 2. Average hole densitynhs,xd (solid circles) and spin
structure functionSp s,xd (open squares) for the16 3 8 system
of Fig. 1(b).
1273
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With the open squares, we showSpslxd. The period-8
spin structure is clearly evident.

The boundary conditions have a strong effect on t
structure of the domain walls which appear. Bond
centered domain walls tend to form one lattice spaci
away from an open boundary. This initially led us to be
lieve that site-centered domain walls were not stable, b
subsequent simulations showed that site-centered w
also occur. In Fig. 3 we show the local hole density an
spin structure functionSpslxd for a 19 3 8 cluster with
20 holes. The same BCs and edge magnetic field as
the system shown in Fig. 2 were applied. A system su
as this, with an odd number of domain walls and ope
BCs in thex direction, is forced by symmetry under re
flection about a vertical line to have a site-centered d
main wall in the center ifLx is odd, and a bond-centered
wall if Lx is even. In the calculation shown, reflectio
symmetry is used explicitly, which ensures that a sit
centered domain wall appears in the center. Note th
the second and fourth domain walls, which are not
constrained by geometrical effects, are more site cente
than bond centered. We have compared the local en
gies averaged over4 3 4 regions covering site-centered
and bond-centered walls; the difference in energy per s
between these was within our numerical errors for l
cal energies, with both givingEyN ø 0.62t 6 0.01t. In
addition to bond-centered and site-centered walls, asy
metrical walls can occur. The close energy differenc
between these different types of walls suggests tha
large 2D t-J system atx 

1
8 might have fluctuating

domain walls.
The p phase-shifted antiferromagnetic regions redu

the energy for transverse hopping of holes within
domain wall. To understand in more detail the bond
centered striped structure, we consider a model of antif
romagnetically coupled two-leg ladders. Ladders dop
with x  0.25 are alternated with undoped ladders, an
no hopping is allowed between ladders. Ladders are
change coupled via a mean field, which is staggered alo

FIG. 3. Average hole densitynhs,xd (solid circles) and spin
structure functionSp s,xd (open squares) for a19 3 8 system.
1274
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a ladder, but which may or may not have ap phase shift
across a doped ladder. The properties of a single ladd
are calculated with DMRG, with a static magnetic field
with wave vector (p,p) or (0,p). In Fig. 4 we show the
magnetic responsejkSzlj to an applied field with mag-
nitude h. As expected, an undoped ladder has a muc
greater response at the Néel wave vector (p ,p). A doped
ladder, in contrast, shows a substantially greater respon
at (0,p). Hence the mean field treatment shows thep

phase shift seen in the 2D calculations. The mean fie
self-consistency conditions are

hd,u  JjkSzlu,d j , (3)

where u and d stand for doped and undoped ladders
From the results shown in Fig. 3, we findjkSzluj  0.32
andjkSzldj  0.15. The results from the16 3 8 system,
in contrast, arejkSzluj  0.29 and jkSzldj  0.13. As
one expects, the mean field treatment overestimates
magnetic order. (We expect that correction for trunca
tion errors and finite size effects would further decreas
the DMRG results.) The energy of this mean field stripe
phase (withx  0 andx  0.25), including the exchange
coupling between ladders, is about 2% higher than th
energy of an array of uncoupled ladders at uniform den
sity (x  0.125). Hence the mean field approach does no
predict the charge ordering of the striped phase. Neve
theless, these results suggest that coupled ladders are
ural starting points for understanding striped phases.

FIG. 4. Magnetization per sitejkSzlj induced by an applied
magnetic fieldh at wave vectorssp , pd ands0, pd on a2 3 32
ladder. (a) An undoped ladder. (b) A ladder with doping
x  0.25.
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A similar mean field treatment can be made for site
centered domain walls, coupling doped three-leg ladde
with undoped single chains. This also yieldsp phase-
shifted antiferromagnetism, with reasonable magnitud
for jkSzlj. We will present these results elsewhere.

According to the Maxwell construction, phase separ
tion results in a linear dependence of the energy on t
filling over a range of fillings. While there has been dis
agreement in previous studies about whether phase se
ration occurs in the low-doping region forJyt  0.3 0.5,
it is clear that the curvature in the energy versus fillin
curve is small [6,7]. The possibility of a striped phase
which has generally not been considered in these stud
makes the analysis more difficult. If we assume that,
low doping, holes go into a single domain wall, then
would appear from the energy alone that one has pha
separation up to a filling of,N21y2, where N is the
number of sites in the system. At higher dopings, a
array of weakly repulsive, widely spaced domain wal
would show a nearly linear energy versus filling depen
dence. In fact, we have observed exactly this scenario
a 12 3 6 system atJyt  0.5, with periodic BCs in the
y direction and open BCs in thex direction. Two holes
bind into a pair, with a binding energy of0.26t 6 0.01t.
Two pairs bind into one vertical domain wall, with bind-
ing energy0.10t 6 0.03t. Both site-centered and bond-
centered walls are seen. The linear hole density along
wall, however, is2

3 rather than1
2 . Eight holes form two

widely spaced domain walls; twelve holes form three do
main walls.

Why is superconductivity suppressed specifically
x 

1
8 in La1.62xNd0.4SrxCuO4? We can only make

some general statements. First, viewing the stripes
coupled two-leg ladders, there does not appear to
any anomalous feature in an isolated two-leg ladder
x  0.25, such as a charge gap, which would sugge
that domain walls must occur with exactly this doping
In any case, the charge on the domain walls spills o
onto the rows of adjacent sites; our bond-centered dom
walls have a hole density ofx ø 0.18 on the walls and
x ø 0.07 on the adjacent sites. This suggests, along wi
our results on the12 3 6 system, that domain walls can
occur with a range of dopings.

The period of charge density wave (CDW) correlation
however, is insensitive to the broadening of the walls. W
have observed this effect on width-four models of doma
walls. The CDW can be viewed as a one-dimensional lin
of hole pairs. The pairs extend beyond the two-site wid
of the wall, but the period is set by the one-dimension
hole density. This period is4a at x  0.25, the same as
the transverse period of the stripes. In the LTT phas
the CuO6 tilt structure causes the domain walls to b
perpendicular in adjacent planes [1]. This suggests tha
coupling between planes, such as through an electrost
-
rs

es

a-
he
-
pa-

g
,

ies,
at
it
se

n
ls

-
on

the

-

at

as
be
at
st
.
ut
ain

th

s,
e

in
e

th
al

e,
e
t a

atic

potential [5] or thorough a lattice distortion, could induc
a static CDW order along the domain walls. This CDW
order would tend to suppress superconductivity.
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