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Novel Surface Modes in Spinodal Decomposition
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We study the spontaneous phase separation of a binary mixture in the presence of a flat wall, foc
on the early stage of the demixing kinetics. Based on a Ginzburg-Landau type approach, we sho
existence of novel unstable concentration waves with wave vectors$kk parallel to the wall, which are
characterized by a surface dispersion relationvsskkd and amplitudess decaying exponentially into the
bulk. The surface modes are superimposed on the laterally averaged concentration profile an
directly observable by experiment, if the wall right after a quench does not favor any of the t
components of the mixture. [S0031-9007(97)03722-8]

PACS numbers: 64.75.+g, 05.70.Ln, 68.10.–m
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The question of how the process of spontaneous ph
separation in binary mixtures (spinodal decompositio
see, e.g., [1,2]) is influenced by the presence of walls h
gained much attention recently both in experimental [3
8] and theoretical work [9–15]. The problem has most
been studied for polymer mixtures although it might als
be important in other systems, as, for example, in b
nary metallic alloys [16,17]. From a technological view
point, binary polymer mixtures are particularly interesting
since the occurring structures during the phase separa
process may get frozen by a rapid quench into the glas
state. In this way microstructures at surfaces on very sm
length scales can be produced [18].

The experiments and theoretical studies quoted abo
have shown that if one of the two components (sa
A) of a binary mixtureAB is preferentially attracted by
the wall, surface-directed spinodal decomposition wav
(SDW) emerge with wave vectors normal to the wa
These waves represent laterally averaged concentra
profiles and have their origin in the rapid formation o
a layer of theA-rich phase next to the wall at the very
beginning of the phase separation process.

In this Letter we focus on the opposite situation, whe
none of the two componentsA or B has initially a strong
preference to be attracted (or repelled) by the wall. Expe
mentally, this situation may be realized, for example, b
an appropriate choice of the surface material or by tuni
the mixing ratio of the two components properly (see b
low). We will show that under such conditions of “neutral
walls, lateral surface structures can evolve, which ha
their origin in lateral surface modes (LSM) with wave vec
tors parallel to the wall. The LSM are characterized by
specific dispersion relationvsskkd and amplitudes decay-
ing exponentially into the bulk. Both their dispersion rela
tion and their decay lengths depend strongly on the surfa
properties. In fact, depending on the type of surface ma
rial, the formation of both SDW and lateral domain struc
tures has been observed during spinodal decomposition
a blend of deuterated polystyrene and poly(styrene-co
bromostyrene) (PBrxS) [5].
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It is important to note that the LSM are always presen
even if one of the two components of the binary mixture i
preferentially attracted by the wall. Within the linearized
theory, the LSM represent the solution of a homogeneou
boundary value problem, while the SDW can be regarde
as originating from a particular integral of the correspond
ing inhomogeneous boundary value problem for vanishin
wave vector parallel to the wall. The linear superpositio
of both solutions gives the general solution in real spac
However, if the wall strongly favors one of the compo-
nents, the LSM have amplitudes much smaller than th
amplitude of the SDW, and therefore it might be difficult
to resolve them by experiment.

Our starting point to describe spinodal decompositio
in the presence of a wall is the time-dependent Ginzburg
Landau theory as used in previous theoretical wor
[9–15]. The wall is assumed to be a flat surface atz  0.
In the half spacez $ 0 the system is described by the local
time-dependent order parametercs $x, td  cs $r, z, td, rep-
resenting, e.g., the normalized difference in local coars
grained concentrations of the two pure components of a b
nary polymer mixture. The free energy functionalFfcg 
Fbfcg 1 Fsfcg is decomposed into a bulk contribution
Fbfcg 

R
z.0 ddx f 1

2 sbs $=cd2 1 fbscdg and a surface
contribution Fsfcg 

R
dd21rf 1

2 sss $=rcd2 1 fsscdgz0,
where fbscd and fsscd are, respectively, the bulk and
surface free energy densities, and the gradient terms ta
into account the influence of spatial order parameter fluc
tuations. The time-dependent Ginzburg-Landau equatio
(Cahn-Hilliard equation [19]) reads

≠tc  GbDf2sbDc 1 f 0
bscdg , (1a)

whereGb is a (constant) bulk mobility andf 0
b  dfbydc.

No thermal noise current has been added on the right-ha
side; i.e., we assume that the system can be treated with
the low noise limit (see, e.g., [20]). Equation (1a) has t
be supplemented by two boundary conditions atz  0 (for
z ! ` one has to recover the bulk behavior). The first on
is simply the condition that no current can flow through the
© 1997 The American Physical Society 893
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≠zf2sbDc 1 f 0

bscdgz0  0 . (1b)
The second boundary condition may be derived by r
quiring that the system tends to minimize its surface fr
energy,

≠tcjz0  2Gsf2ssDrc 2 sb≠zc 1 f 0
sscdgz0 .

(1c)
Gs defines a surface kinetic coefficient and the termsb≠zc

is due to the surface contribution coming from the variatio
dFbfcg of the bulk free energy [21]. Boundary condition
of similiar form as Eqs. (1b) and (1c) have also bee
derived from a semi-infinite Ising model with Kawasak
spin exchange dynamics [11,22].

We now consider the system to be rapidly quench
at time t  0 from a high temperature well above the
coexistence curve to a low temperature inside the unsta
region of the miscibility gap wheref 00

b scd , 0. By c0
we denote the homogeneous state before the quench
definef̂$kk

sz, td as the Fourier transform of the fluctuation
fs $r, z, td  cs $r, z, td 2 c0 with respect to the lateral
coordinates $r [23]. Periodic boundary conditions in
the lateral directions are imposed so that we can d
with discrete wave vectors$kk. By choosing the bulk
correlation lengthjb  fsbyf 00

b sc1dg1y2 as the length unit
and t  j

2
byGbf 00

b sc1d as the time unit, wherec1 is
the equilibrium value corresponding to theA-rich phase,
Eqs. (1a)–(1c) become after linearization

f≠t 1 s≠2
z 2 k2

kd s≠2
z 1 k2

c 2 k2
kdgf̂$kk

 0 , (2a)

≠zf≠2
z 1 k2

c 2 k2
kgz0f̂$kk

 0 , (2b)

fG̃21
s ≠t 2 ≠z 1 s̃sk2

k 1 ggz0f̂$kk
 hd$kk,$0 . (2c)

We have introducedg  f 00
s sc0dyf 00

b sc1djb , h  2f 0
ssc0dy

f 00
b sc1djb , s̃s  ssyf 00

b sc1dj3
b , G̃s  j

3
bGsyGb , and the

critical wave numberkc  f2f 00
b sc0dyf 00

b sc1dg1y2 of the
bulk modes (fork , kc the bulk modes are unstable)
Equations (2a)–(2c) represent an inhomogeneous bou
ary value problem with the inhomogeneity only appea
ing for kk  0, and the SDW (in the linear regime) can
be regarded as the particular integral satisfying the init
conditionf̂$kk0sz, 0d  0.

The homogeneous problem is solved by a sepa
tion ansatz, yielding modes of the form̂f$kk

sz, td 
evt

P
j aje2kj z. For givenv, Eq. (2a) determines four

possible values ofkj by the conditionk
2
j  k2

k 2 k2
m 6

isv 2 vmd1y2, where km  kcy
p

2 and vm  k4
m are

the wave number and growth rate of the most unstab
bulk mode, respectively. To obtain a physical solutio
f̂$kk

sz, td, we have to requireaj  0 if Re kj , 0. The
boundary conditions (2b) and (2c) then constitute a h
mogeneous system of linear equations for the remain
amplitudesaj. The condition for this system to have a
nontrivial solution yields the spectrum of allowed mode
Different types of modes can occur: Surface modes w
Re kj . 0 for all j yielding the LSM, as well as pure bulk
modes with Rekj  0 for all j. The remaining modes
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are bulk modes, which are modified near the surfac
While for v . vm only surface modes are possible, the
spectrum forv # vm consists of both bulk and surface
modes, which will be discussed elsewhere [24].

Here we concentrate on the regimev . vm, where the
surface modes are more unstable than any bulk mod
One can show that a necessary condition for such a so
tion to exist isvyG̃s , 2g 2 s̃sk2

k , which requiresg , 0.
For this type of LSM we then obtain two complex con-
jugate valuesk1,2  g 6 iq, with 21y2g  hsk2

k 2 k2
md 1

fsk2
k 2 k2

md2 1 sv 2 vmdg1y2j1y2 . 0 and21y2q  h2sk2
k 2

k2
md 1 fsk2

k 2 k2
md2 1 sv 2 vmdg1y2j1y2. The LSM can

now be written as f̂$kk
sz, td  fa1cossqzd 1 a2 3

sinsqzdge2gz1vt , wherea1 anda2 are determined by"
vG̃s 1 s̃sk2

k 1 g 1 g 2q
x2sg, qd x1sq, gd

# √
a1
a2

!
 0 (3)

and x6sg, qd  g3 2 3gq2 6 sk2
k 2 k2

c dg. Note that
the solubility condition of Eq. (3) leads to an implicit
equation for the dispersion relationvsskkd, as g and q
depend onv and kk. After inserting v  vsskkd in
the expressions forg, q, andh ; a2ya1 derived above,
these quantities become functions ofkk only. The ex-
plicit form of the LSM is thenf̂$kk

 c$kk
expfvsskkdt 2

gskkdzg hcosfqskkdzg 1 hskkdsinfqskkdzgj, wherec$kk
is de-

termined by the initial condition.
As an example we choose for the (rescaled) bulk an

surface free energy densities̃fbscd  fbscdyf 00
b sc1d 

2
1
4 c2 1

1
8 c4 andf̃sscd  fsscdyjbf 00

b sc1d  2hsc 1
1
2 gsc2 at the final temperature after the quench, whic
givesh  hs 2 gsc0 andg  gs. The resulting disper-
sion relationvsskkd is shown in Fig. 1 for fixed̃Gs  10,
gs  24, and various values of̃ss. For s̃s & 0.25,
vsskkd displays a maximum atkkm larger thankm  1y2
with vsskkmd . vm  1y16, while for s̃s * 0.5, vsskkd
has its maximum atkk  0. Accordingly, we expect the
appearance of surface domains with a lateral length sca
which for s̃s & 0.25 is smaller than the bulk domain size
but larger fors̃s * 0.5.

FIG. 1. Surface dispersion relationvsskkd of the LSM for
G̃s  10, gs  24, and various values of̃ss.
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Next we test these predictions of the linearize
theory against numerical calculations for the discretize
nonlinear Eqs. (1a)–(1c). For convenience these calc
lations are carried out for a two-dimensional symmetri
slab of sizeLx 3 Lz  40jb 3 80jb (using a grid with
3.2 3 105 points). The widthLz is chosen sufficiently
large such that the surface structures emerging from t
two walls do not interfere. Periodic boundary condition
are used in thex direction. The system is quenched
at c0  0 (critical quench) and the initial configuration
csx, z, 0d right after the quench consists of uniformly dis-
tributed random fluctuations of amplitudeA  60.01 [25].

Figure 2 shows domain structures obtained from the n
merical calculations forhs  0 and the same parameters
G̃s  10, gs  24 as in Fig. 1. The patterns in Figs. 2(a)
and 2(b) correspond tõss  0 and to two progressive times
t  0.25 andt  0.5, while the analogous results fors̃s  5
are shown in Figs. 2(c) and 2(d). In all cases isotrop
structures in the bulk with domains of size2pykm . 12
separate anisotropic domain structures occurring near t
walls, which are induced by the LSM. The typical lat-
eral length scales are as expected from the dispersion
lation discussed above: In Figs. 2(a) and 2(b) the leng
scales are shorter than in the bulk, while in Figs. 2(c) an
2(d) a different morphology of surface domains is see
with lateral length scales larger than in the bulk. Also
the typical extension of surface domains in thez direc-
tion differs from that of the bulk domains and is ap-
proximately given by2pyqskkmd. (From the theory we
get 2pyqskkmd . 5.7 and 4.5 fors̃s  0 and 5, respec-
tively, in good agreement with the patterns shown.) Th
LSM dominate the domain structure up to a distancelLSM

from the walls, where the amplitude of the most unstab
LSM s,evsskkmdt2gskkmdzd becomes comparable to that of
the most unstable bulk mode (, evmt), yielding lLSM .
fvsskkmd 2 vmgtygskkmd. Accordingly, with increasing
time the surface structures extend farther into the bulk,
can be seen by comparing Figs. 2(a) and 2(c) (lLSM . 3.4)
with Figs. 2(b) and 2(d) (lLSM . 6.9), respectively.

For a more quantitative analysis, we show in Fig.
the normalized first momentIsz, td 

R
dkkkkSkk

sz, tdy

FIG. 2. Domain structures after a critical quench for (a)s̃s 
0, t  0.25, (b) s̃s  0, t  0.5, (c) s̃s  5, t  0.25, and
(d) s̃s  5, t  0.5. Surface parameters̃Gs  10, gs  24
are chosen as in Fig. 1, andhs  0. Black areas refer to
csx, z, td . 0 and white areas tocsx, z, td , 0.
d
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R
dkkSkk

sz, td of the lateral structure factorSkk
sz, td 

kf̂$kk
sz, tdf̂?

$kk
sz, tdl as a function ofz at the same time

t  0.5 and the same surface parameters as in Figs. 2
and 2(d) [k· · ·l denotes an average over many differe
initial configurationscsx, z, 0d]. The inverseI21sz, td is a
measure of the characteristic lateral domain size at posi
z and timet. The solid lines in the figure refer to the
numerical results, while the dashed lines are calcula
from the linear theory presented above. Only the mod
with v . vm have been included in the calculation, whic
dominate the behavior for smallz. As can be seen from
Fig. 3, Isz, td exhibits oscillations for smallz & lLSM,
which are caused by the oscillatory behavior of the LS
as a function ofz and are reproduced by the linear theo
to a good approximation [26]. Forz * lLSM, Isz, td
approaches the valuekm  1y2, as expected in the bulk
(This behavior is not reproduced by the dashed line, sin
we did not include the bulk modes in our calculation.)

It is clear that a good agreement between the calcula
and simulated momentsIsz, td can no longer be expecte
at later times due to the nonlinear terms in Eqs. (1a)–(1
In general, nonlinearities, thermal noise, and finite quen
rates limit the validity of the linearized theory [2]. As
suming an instantaneous quench, we can estimate a c
cal timetcr , where the linear theory ceases to be valid,
comparing the size of the nonlinear terms in Eqs. (1a)–(
with the linear ones. In our case, where the order para
eter at the surface grows faster than in the bulk, this yie
tcr ø jlnAyvsskkmdj, whereA denotes the amplitude of the
initial order parameter fluctuations (see above). For
parameters chosen in Fig. 2 we thus obtaintcr ø t. We
note thatt can become quite large in mixtures of poly
mers with high molecular weight, where the linear theo
may remain applicable up to times of order hours [27].

FIG. 3. Normalized first momentIsz, td of the lateral structure
factor as a function ofz at fixed t  0.5 for the same surface
parameters as in Fig. 2. The symbols mark the result fr
simulations of Eqs. (1a)–(1c), and the solid line is drawn a
guide for the eye. Averages were performed over 10 differ
initial configurationscsx, z, 0d and both walls of the slab. The
dashed lines indicate the results from the linear theory, wh
only the LSM withvs . vm are taken into account.
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Finally, we have to make some remarks on our choice
the surface parameters. The choicehs  0 with c0  0
impliesh  0, and accordingly no SDW occurs. For larg
h, in contrast, the SDW would dominate the domain pa
tern, but the LSM may still be observable in the fluctu
ationsafter substractingthe laterally averaged concentra
tion profile. This method, however, should work well onl
in the early stage of the phase separation. In later stag
the modes interact with each other and with the SD
through the nonlinearities, which leads to coarsening
both surface and bulk domains. It would be interestin
to see how the coupling to the SDW influences the scali
behavior ofSkk

sz, td in the late stage. Clearly, the most di
rect way to observe the LSM experimentally is to suppre
the SDW by choosing neutral walls, i.e.,h . 0. One pos-
sibility to vary h ~ f 0

ssc0d is by changingc0. Moreover,
it has been shown that surface interactions can be modifi
to a large extent by grafting techniques [28].

The valuesG̃s  10 andgs  g  24 have been cho-
sen such that a range ofkk values exists, wherẽGss2g 2

s̃sk2
kd ¿ vm is satisfied, allowing us to exemplify the

case where surface modes occur that are more unsta
than the bulk modes. It is important to note that th
identity gs  g is a consequence of the special form o
f̃sscd chosen. In general,g ~ f 00

s sc0d characterizes the
effective strength of the interaction between the mixtu
components near the wall right after the quench. A neg
tive sign ofg corresponds to enhanced couplings, whic
for example, can occur in fcc binary alloys with compe
ing interactions in the bulk [17]. In the caseg . 0, the
LSM would not be more unstable than the bulk mode
However, by extending our analysis to a slab geome
[24], one finds the LSM to become important even fo
g . 0. The LSM give rise to new characteristic lengt
scales in the directions parallel and perpendicular to t
walls, which in sufficiently narrow slabs can determin
the overall domain structure. In fact, recent experimen
in ultrathin films show a transition from a homogenou
in-plane distribution of the order parameter to pronounc
lateral structures as the film thickness is reduced [29].
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