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Reflective Probing of the Electrical Conductivity of Hot Aluminum in the Solid, Liquid, and
Plasma Phases
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The physics of dense aluminum in transition between metallic and insulating states of the solid,
liquid, and plasma phases is probed in thermally equilibrated, inertially confined, laser heated targets.
Time resolved laser probes measure the reflectivity of thin aluminum layers embedded inside the target.
The electrical conductivity is inferred from the reflectivity with a free-electron Drude conduction model.
It is found to be sharply below liquid aluminum values and differs by at least an order of magnitude
from current theoretical predictions. [S0031-9007(97)04692-9]

PACS numbers: 72.15.Cz, 52.25.Fi, 71.30.+h, 78.20.Ci
e
w

h
a

g
u
e
e
o

d

i

f

t
b

i

n

x-
-

ed
ot
e.
s
e-
is
un-
e
e

K

e
ets
d
A

ec-
ed
ll

er-

-
er.
in
he
d
m
the
e

ial
c-

ly
he
tar-
For most nonalkali metals, measurements of the el
trical and thermal properties are limited to the lo
temperatures,2000 Kd near-solid densitysN , Nsolidd
condensed state or to the high temperatures.10000 Kd,
low-densitysN ø Nsolidd gas and plasma states. Calcula
tions in the ordered solid and liquid phases and the hig
disordered gas phase lend themselves to simplifying
sumptions, whereas calculations in the transition betwe
these phases are difficult. In this transitional regim
dense hot matter is typically degenerate and stron
coupled. Experimental data are limited. Most are d
to high-intensity reflectivity experiments with short-puls
laser heating of solid targets. The laser pulse lengths w
typically shorter than 0.5 psec in order to prevent hydr
dynamic expansion of the targets [1]. Unfortunately, th
equilibration time between the solid lattice and the lase
heated electrons was typically longer or of the same or
as the laser pulse length, thus thermal equilibrium cou
not be assured and the thermal state of the solid latt
was not well known.

In this Letter, we report on experiments with tampe
laser-heated aluminum which succeeded in preparing a
minum in the transitional regimesN , 0.5 1.0Nsolid;
T , 0.3 1.0 eVd 3500–11000 K) under conditions o
thermal equilibrium and at sufficiently high pressure to b
well above the predicted critical point pressure and bo
ing curve for aluminum. In contrast to the earlier shor
pulse experiments [1], thermal equilibrium is assured
the long lifetime of the experimentst $ 1000 psecd in re-
lation to typical lattice equilibration timessteq , 1 psecd
and the state of the aluminum is determined by indepe
dent measurements of temperature and pressure. The e
trical conductivity is measured by reflective probing. W
find that the conductivity falls sharply as the aluminum
heated above 0.4 eV, substantially deviating from extrap
lations of liquid-metal theory and from the known behavio
of liquid aluminum near the melting point. The conduc
tivity falls to levels consistent with a state of “minimum
metallic conductivity” and the metal-insulator transitio
[2]. This reduction is observed at temperatures at least
094 0031-9007y97y79(25)y5094(4)$10.00
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order of magnitude lower than where the short-pulse e
periments exhibit significant changes in reflectivity. Re
cent theoretical predictions [3–5], based on generaliz
Ziman models and strongly coupled plasma theory, do n
match the data, differing by at least an order of magnitud
Previous work with electrical discharges in metallic wire
[6] had shown reasonable agreement with liquid-metal th
ory below 0.4 eV but resistivity measurements above th
point were not possible because the discharges became
stable and fully disrupted. Our work may explain thes
disruptions, given the sharp fall in conductivity we observ
at temperatures coincident with the disruption point.

Solid aluminum at temperatures near or above 5000
generates very high pressuress,100 kbard which, if un-
confined, will very quickly decompress to low gas-phas
densities. We use laser heating of special tamped targ
[7] to dynamically confine aluminum samples imbedde
in the target interior. Figure 1 shows a typical target.
thin layer of aluminum (0.1, 0.25, 0.5, and1.0 mm) is de-
posited on a fused silica substrate and tamped with a s
ond fused silica substrate. High quality tamping is insur
by using a fluid gasket (distilled water) to completely fi
the space in a thin, well-defined gaps200 mmd between
the aluminum layer and the second substrate. A mod
ate intensity laser beamsl  1.054 mm, d ø 1 mm, I ,
109 1010 Wycm2d is focused through the uncoated sub
strate, through the water, and on to the aluminum lay
The laser is strongly absorbed in about the first sk
depth in the aluminum, heating it to temperatures in t
1–4 eV range. Adjoining water layers also ionize an
become strongly heated by the laser. The hot aluminu
and water generate a shock wave which pressurizes
aluminum layer but does not substantially heat it at th
SiO2-Al interface. The interface region sees substant
heating (0.3–1.0 eV) only as a result of thermal condu
tions from the front surface.

The heated aluminum is diagnosed with temporal
and spatially resolved diagnostics which measure t
front (laser heating side) and rear temperatures, the
get pressure, and the reflectivity of the Al-SiO2 interface.
© 1997 The American Physical Society
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Temperature is determined from absolute emission m
surements from the Al-SiO2 interface and a measureme
of the surface emissivity (́ 1 2 R whereR is the tar-
get reflectivity at the emission wavelength). Typicall
the measured rear side temperatures are in the 0.3–1.
range while the front surface, directly heated by the las
is in the range of 1.0–3.0 eV. The 0.3 eV limit co
responds to limits in the detection sensitivity, while th
high temperature limits are due to limits on the ener
that can be deposited in the aluminum layer. Pressur
the target is deduced from the relationship between
particle velocity and the pressure behind a weak sh
front [8]. As shown in Fig. 1, a time-resolved laser inte
ferometer is used to measure the position and velocity
the Al-SiO2 interface as the SiO2 is compressed in re-
sponse to the pressure in the target. In all cases the m
sured phase shift is corrected for changes in the index
refraction (roughly 10%) of SiO2 as the result of compres
sion. For the conditions of this experiment the press
is in the range of 30–100 kbar, well above the predic
critical pressures,7 kbard for aluminum [9].

The reflectivity is measured with a set of0.527 mm
laser probes which are focused and reflected from a ta
at 6± and 45± with S and P polarizations. The rear
surface of the target is wedged to prevent interferen
from multiple reflections from the rear surface of th
SiO2 substrate. The laser probes are pulsed and con
two temporally stacked pulses such that a reference p
reflects from the target just before the target is heated.
probing pulse is then synchronized to reflect during t
time of heating. A set of fast photodiodes detects
reflected probes. Figure 2 shows typical temperature
reflectivity data for targets with thick and thin aluminum
layers. The reflectivity falls sharply as the interfa
temperature approaches 0.4 eV. For the thin-layer targ
s0.1 mmd, where the thermal conduction timess,0.25 nsd
and the shock transit timess,0.025 nsd are shorter than
the laser duration, the temperature rise and the fall
reflectivity occur at the moment of laser heating. F
thick-layer targetss1.0 mmd the thermal conduction times

FIG. 1. Schematic of tamped targets and diagnostics. Pu
laser probes at 6± and 45± measure aluminum layer reflectivity
while an absolutely calibrated spectrometer is used to mea
the target temperature. Target pressure is inferred from
Al -SiO2 interface velocity, measured by laser interferometry.
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s,10 nsd are much longer than the shock transit time
(0.25 ns) and no change in reflectivity is detected durin
the time the interface is at high pressure but befor
heating by thermal conduction. We find that changes
reflectivity correlate with increases in the temperature o
the aluminum layer but not with increases of the interna
target pressure.

Measurements of reflectivity as a function target tem
perature are displayed in Fig. 3. Upon heating, the r
flectivity drops to about 20% of the original reflectivity.
Most of the drop occurs in a narrow temperature rang
between 0.3 to 0.5 eV, with little additional change a
higher temperatures. Within experimental error, no dis
cernible difference is observed in the reflectivity at 6± and
45± between either theS or P polarization. For compari-
son to theory it is convenient to infer an electrical conduc
tivity from the reflectivity. The Drude conduction model
for the high-frequency conductivitys  s0s1 2 ivtd21

(s0  Ne2tym is the dc conductivity,t is the collisional
relaxation time, andN is the free electron density) is used
to relate the dc conductivity to the high-frequency con
ductivity, the complex index of refraction, and ultimately
the reflectivity [10]. The curves in Fig. 3 show sample
calculations of the reflectivity from an Al-SiO2 Fresnel in-
terface, at constant aluminum density, as a function of th
relaxation timetytAlsSTPd, where tAlsSTPd is the relax-
ation time under standard conditions. Aluminum is as
sumed to be a simple-free-electron Drude-metal with n
interband contributions to the conductivity. Previous ex
periments with liquid aluminum have verified this as
sumption for visible wavelengths [11]. The Drude mode
cannot extend to arbitrary short relaxation times. Fo
conduction electrons, degenerate, and moving with th
Fermi energy, the “uncertainty principle”sDXDP $ h̄y2d

FIG. 2. The time history of the aluminum rear-side tempera
ture and reflectivity for 0.1 and1.0 mm thick aluminum layers.
The rise in temperature and fall in reflectivity occurs at the tim
of heating for thin layers while for1.0 mm thick layers these
changes are delayed by thermal conduction for about 10 ns
Changes in reflectivity correlate with increased temperature b
not with increases in target pressure
5095
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FIG. 3. Measured reflectivity (S Pol @ 6±) as a function
of target temperature. Each data point corresponds to
average over several shots (3–5) and the error bars are
to the standard deviation of the mean. Measurements
room temperature (diamond data point) agree with calcula
reflectivity values for aluminum. Curves due to calculation
of the Al-SiO2 interface reflectivity as a function of relaxation
time for aluminum with three free electrons. The Drude fre
electron model is used to model the conductivity.

limits the interaction time of elastic collisions toDt $

h̄ys8EFd ø 0.001tA1sSTPd. As a result, the very lowest
reflectivity data may not be well modeled by the Drud
model.

In practice, the target density is not constant and a se
rate reflectivity curve is calculated for each density in th
experiment. The reflectivity curves are inverted, resultin
in Fig. 4 where the dc conductivity is displayed (soli
points) as a function of target temperature and dens
For simplicity, only the more accurate 6± reflectivity
data are used in this analysis. The Sesame equat
of-state tables [12] are used to determine the aluminu
ion density from the measured temperature and press
(P  60 6 20 kbar for data in Fig. 4). The number of
free electrons is set to three-per-ion as per the valen
of aluminum metal. This is done becauseZ  3 is the
expected valence of aluminum at densities above those
the metal-insulator transition. This choice permits ea
comparison of the data to the different theoretical mode
most of which differ in calculations of the averag
ionization. The reflectivity-to-conductivity conversion
are not particularly sensitive to this choice as evidenc
by the second data set (open circles) which is invert
with only one free electron per ion. The error bars includ
the uncertainty of the reflectivity measurement as we
as the uncertainty of the target density. Typically, th
uncertainty in the temperature measurement is less th
60.05 eV.

The Fresnel interface assumption is very demandin
As was found in earlier short-pulse experiments with fre
surface solid targets, finite gradients in the index of r
fraction quickly produce deviations from the reflectivity
given by the sharp Fresnel interface solutions [1]. Th
5096
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FIG. 4. Electrical conductivity of heated aluminum as
function of temperature and density. It is inverted from th
reflectivity of the heated aluminum as per Fig. 3. Above 0.3 e
the conductivity falls sharply and enters a region associa
with the metal-insulator transition and “minimum metalli
conductivity.” Solid data points are inverted withZ  3 while
the open circles correspond toZ  1.

applicability of the Fresnel assumption for this expe
ment, where the reflecting surface is tamped, was chec
by solving the wave equation for the class of index-o
refraction gradients that could be expected in our targe
In the aluminum layer the state of the material and the
fraction index varies primarily as a result of the temper
ture gradient. For a constant thermal diffusivity (avera
value measured in experiment) and an electrical cond
tivity dependence as in liquid aluminum [13] the chan
in reflectivity is less than a few percent as a result
these gradients. The true gradients in temperature
refractive index of the aluminum at the interface shou
be flatter than is calculated because the thermal diffus
ity is, in fact, strongly dependent on temperature, fallin
orders of magnitude as solid aluminum transitions to t
liquid and plasma states in the laser heated regions.
the SiO2 side, the refractive index is almost complete
real. As an insulator, SiO2 has negligible free electrons
but a small number of electrons can be produced by th
mal ionization (calculations give ionizations of less tha
0.1% at 0.5 eV). This ionization produces a gradient
the SiO2 refractive index which is of the same order a
the thermal diffusion scale length into the SiO2. Using
layered targets, the average thermal diffusivity of SiO2
was also measured in these experiments. We find that
thermal diffusivity is sufficiently lows,0.025 cm2ysecd
such that the SiO2 refractive index gradient has a sca
length of less than0.1 mm and the reflectivity from the
Al -SiO2 interface is not modified by more than a few pe
cent. It is unlikely that the sharp drop in reflectivity re
sults from gradients at the interface but instead is due
the conductivity properties of aluminum at these eleva
temperatures.

At low temperaturess,0.35 eVd, the measured con-
ductivity is in agreement with “standard liquid metal
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Ziman type calculations [14] and lies on the curve (sol
line, Fig. 4) extrapolated from tabulated conductivitie
of liquid aluminum from near the melting point [13].
At higher temperatures the conductivity falls sharp
and enters a region associated with a “minimum met
lic conductivity” and the metal-insulator transition
[2]. This is represented in Fig. 4 by the thick shade
region bounded from the top by the Ioffe-Regel cond
tion [mean free path interion spacing; sIR  e2y3h̄a
where a  s3y4pNd1y3] and from the bottom by an
Anderson-Localization “minimum conductivity”ssmin ø
0.03e2yh̄ad. It is likely that the point of localization will
also represent the limit of characterizing the aluminum
a free-electron metal.

Calculations of conductivity for dense systems a
typically based on variations of the Ziman formula [15]

s21 ~
Z `

0
dk k3fo

µ
k
2

∂ Ç
Veiskd
´skd

Ç2
Siiskd .

Vei is electron-ion interaction potential,´ is the dielectric
function, f0 the Fermi distribution function, andSii

is the ion structure factor. For liquid metals near th
melting point the Ziman formula is usually solved with
a parametric pseudopotential and a hard or soft sph
model for the ion structure factor [14]. This simplified
approach is not self-consistent, but along with neutr
scattering measurements of the structure factor a
experimental determinations of the potential parameter
was adequate to prove the general validity of the Zim
formula. A more general theoretical approach is need
for more highly disordered systems at elevated tempe
tures. We compare several recent generalized cal
lations to our data. The top dotted curve is due
Rinker [3]. This calculation is an “average-atom”
partial-wave formulation of the Ziman theory. The
electron states and interaction cross sections are c
culated self-consistently but the ion structure factor
taken from independent calculations for one-compone
plasmas. The dashed curve is due to the dens
functional, neutral pseudoatom model of Perrot an
Dharma-wardana [4]. The ion-electron interaction
and the structure factor are calculated self-consisten
within the framework of density-functional theory and
the average-atom model. Both calculations pred
conductivities which are at least an order of magnitud
larger than those measured. In contrast, the calculatio
in the bottom curve are about an order of magnitud
too low. These calculations are due to Ichimaruet
al. [5] for hydrogen plasmas. TheZ dependence is in-
corporated via separate calculations of ion-sphere-mo
cross sections. For the comparisons in this workZ  3,
as per the valence of aluminum. These calculatio
predict low conductivities as a result of the formation o
“incipient Rydberg states” (IRS) in regions of very stron
ion-electron coupling. Formally, these are extrapolatio
onto the parameter space of the experiment because
validity range of the calculations is limited to lowe
d
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coupling strengthss0.05 , G , 43.4d than are found in
this experiments60 , G , 250d. If the theory is applied
in its Born limit sEF . mZ2e4y2h̄2d, then the IRS states
are turned off and the agreement with experiment is go
at the higher temperatures. Apparently, the IRS sta
do not transition to metallic conduction-band states at t
higher coupling strengths.

The reflectivity of aluminum in the vicinity of the
metal-insulator transition has been measured with tamp
laser-heated targets. The electrical conductivity inferr
through a Drude free-electron model show major (ord
of magnitude) disagreements between theory and exp
ment. In addition, this work suggests anomalous beha
ior for any electrical discharges where the current carryi
conductors are heated much beyond the melting point.

This work was supported by the U.S. Office of Nava
Research.
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