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We present calculations of the electronic structure and total energy of double quantum wells for
an arbitrary spin polarization of the system. This allows us to predict the order (first or second)
of the magnetic phase transitions and the temperature range in which experiments should be done.
We have found that, up to the present experimental situation, there is no contradiction with a local-
density-approximation treatment. We have confirmed the existence of an antiferromagnetic phase and
a ferromagnetic phase, but at lower densities than those claimed previously. Moreover, we have found
a novel high-density ferrimagnetic phase under accessible electric fields. [S0031-9007(97)03589-8]
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The local-density-approximation [1] of the density func
tional theory (DFT) [2] has been one of the most succe
ful approaches to the many-body problem. The use of t
method extends to the study of atoms, molecules, clust
and solids [3]. In general the results obtained are not o
qualitatively correct, but also quantitatively reliable wit
the additional advantage of a relatively easier implemen
tion. During the last decades steady improvements on
experimental techniques have made possible the prod
tion of a great number of semiconductor artificial stru
tures, which have also been studied theoretically in t
frame of local density approximation (LDA). In particu
lar GaAsyAlxGa12xAs heterostructures have attracted in
tense attention because they are relatively easier to bu
and the conduction band is particularly simple to describ
This latter feature implies that the effective mass appro
mation is very good [4], and also that one may use all t
theoretical techniques developed for quantum many-bo
electron systems in an external potential, as LDA, time d
pendent LDA (TDLDA), spin-density LDA (LSDA), etc.
In fact, these types of treatment have already been succ
fully applied to the description of ground and excited sta
properties of two-dimensional [5] and one-dimensional [
electron gases, with very good agreement with experim
tal results. It should be pointed out that in the effectiv
mass approximation the conduction electron band struct
is replaced by a parabola (with an effective massmp) and
simultaneously all the effects due to the core and valen
electrons are taken into account via a dielectric const
s´d; besides, the epitaxial confinement is included in an
fective external potential [seeV sz, sd in Eq. (1) below].
With these approximations, which are known to be high
justified in these artificial heterostructures, the problem
the ground state of the remaining small density conduct
electrons is in the same class of problems studied by DF

Recently, Das Sarma and Tamborenea [7,8] have p
dicted an antiferromagnetic phase (AP) transition to occ
in double quantum well heterostructures. According
them, the transition arises as a result of the softening
the antiferromagnetic-spin-density excitation (ASDE) a
0031-9007y97y79(3)y463(4)$10.00
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sociated with the ground and first excited subbands of t
double quantum wells (DQW). However, quite recent e
perimental results [9] show that the ASDE frequency do
not go to zero when the density is reduced as predict
This contradiction between theory and experiment was
terpreted as a failure of LDA in the description of th
ground state. Accordingly, it was claimed that a nonloc
approach was necessary to obtain good agreement w
the experiments. This interpretation is somehow surpr
ing because LDA is generally believed to lead to goo
results when the exact treatment of correlations is no
central issue; it is well known that the usual LDA fails in
transition metals or in rare earths [3]. In this Letter w
will show that, up to the present experimental situatio
there is no contradiction with a LDA treatment, becau
the ASDE energy does not vanish when the density is
duced as it was claimed. However, the AP is still prese
but at smaller densities than those predicted in Refs. [7,

Our calculation is a generalization of the paramagne
Kohn and Sham [1] equations to a spin polarized electr
system [10]. Assuming translation symmetry of th
system in thexy plane perpendicular to the growth
direction z, the ground state is obtained solving a set
Schrödinger-like equations of the form∑

2
h̄2

2mp

≠2

≠z2
1 V sz, sd

∏
fm

s szd ­ em
s fm

s szd , (1)

where mp is the electron mass in GaAs, ands is 1

or 2 for spins up and down, respectively.fm
s szd is

the wave function corresponding to an electron with
spin projections and quantum numberm, em

s being
the corresponding eigenvalue. In Eq. (1)V sz, sd is
the sum of the DQW potentialyDQW szd, the Hartree
potential yHszd, and the exchange-correlation potentia
yXCsz, sd. yDQW szd is given by 2V0fusdw 1 dby2 2

jzjd 2 usdby2 2 jzjdg, V0 being the conduction band
offset at theGaAsyAlxGa12xAs interface, whileuszd is
the step function,dw is the width of the GaAs wells, and
db is the width of theAlxGa12xAs barrier between the
wells. The zero-temperature free electron densityrszd is
© 1997 The American Physical Society 463
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given by

rszd ­ r1szd 1 r2szd

­
mp

2p h̄2

X
em

s ,EF

jfm
s szdj2sEF 2 em

s d , (2)

r1szd fr2szdg being the fraction of up (down) spin-
polarized electrons andEF the Fermi level of the system,
which is determined by the charge neutrality conditionR

`

2` dzrszd ­ NS, NS being the two-dimensional delta-
doping density. The Hartree potential (including th
contribution of two positively chargedd-doped planes at
coordinates6h along z) is obtained solving the Poisson
equation

yH szd ­ 2
2pe2

´

Z `

2`

dz0jz 2 z0jrsz0d

1
2pe2NS

´
saz 1 hd , (3)

where 2e is the electron charge, and́ is the dielec-
tric constant of GaAs. The adimensional parametera is
adjusted to satisfy the boundary conditions:a fi 0 cor-
responding to either an asymmetric doping and/or to
external electric field. It remains to define the exchang
correlation potentialyXCsz, sd which in the frame of
LSDA is a function of the local density and the local spi
density: yXCsz, sd ­ yXCsssrszd, shszdddd, hszd being de-
fined byhszd ­ r1szd 2 r2szd. Following Refs. [7,8],
we use a parametrization of the results obtained by Cep
ley and Alder for fully polarized and unpolarized sys
tems [11]. For intermediate polarizations we use a
interpolation proposed by von Barth and Hedin [12] i
which the correlation energy is assumed to have the sa
dependence as the exchange contribution. This is, ho
ever, a strong approximation and must be taken wi
care. Though the exchange and correlation contributio
are both negative, they have opposite effects: The e
change contribution is maximum athszd ­ 0 where, on
the contrary, the correlation energy is minimum (as on
may expect because in a fully polarized electron gas t
Pauli exclusion principle avoids interactions at short di
tances). For that reason any error in the exchange c
relation energy, either accidental [13] or introduced i
the parametrization [12], may produce important chang
in the results. Equations (1)–(3) can be solved se
consistently using a standard procedure that will be e
plained elsewhere [14].

It is clear that if one imposes the paramagnetic co
dition hszd ­ 0, yXCsz, sd, em

s , andfm
s szd will become

independent ofs in the absence of magnetic fields; we
will refer to them as the paramagnetic phase (PP) so
tions yXCszd, em, andfmszd of the system. However, as
soon as we allowhszd to be different from zeroyXCsz, sd
becomes dependent ofs and consequently so doem

s and
fm

s szd as well. This in turn may give rise to a difference
hszd ­ r1szd 2 r2szd in the self-consistent solution.

In Refs. [7,8] the vanishing of the ASDE associated wit
transitions from the ground to the first excited subbands
464
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the DQW sv01
SDEd was used as a signature of a magneti

instability from the PP towards the AP. It is clear that this
criterion is valid when the transition studied is of second
order; that is, when the energy of the PP is the absolu
minimum of the system forsv01

SDEd2 . 0. It seems very
difficult to decide whether this is correct or not, just from
the knowledge of the paramagnetic ground state alon
accordingly, a better way to attack the problem is to sta
the self-consistent procedure from an initial state with
a strong spin polarization. Eventually, the system ma
converge to a minimum different from the paramagneti
configuration. One may know which is the ground stat
just by comparison of the total energies of each phase th
are given by the equation [10]:

EG

S
­

X
sm

Z ks,m
F

0

µ
em

s 1
h̄2k2

2mp

∂
k dk
2p

2
Z rszdyH szd

2
dz

1
Z

frszdexcsssrszd, hszdddd 2 r1szdyXCsz, 1d

2 r2szdyXCsz, 2dg dz ,

(4)

wherek
s,m
F ­ f2mpsEF 2 em

s dyh̄2g1y2, excsssrszd, hszdddd is
the exchange-correlation energy per particle, andS is the
system area. At zero temperature, the phase transition o
curs when the energy gain per particleDEPP ­ sEG 2

EPP
G dysSNSd ­ 0; EPP

G being the value obtained forEG in
the PP. In Fig. 1 we compare the results of this proce
dure with those obtained from the conditionsv01

SDEd2 ­ 0

FIG. 1. Phase diagram of the DQW as a function ofNS and
db . The shaded areas cover the regions where PP is expec
to be unstable, the gray levels intensity (in meVyparticle)
being proportional toDEPP . The dotted gray line shows the
solution of sv01

SDEd2 ­ 0. The continuous line is the solution
of e1 2 EF ­ 0 in the PP, while dotted black lines mark
the regions in which a first order transition is expected. Th
rectangle in the upper left corner indicates the size of the gri
The vertical line coincides with the vertical axis of Fig. 2.
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used in Refs. [7,8], using the same set of parameters
these previous workssV0 ­ 220 meV anddw ­ 139 Å),
settinga ­ 0. The reader may note that the instabilit
is moved to significantly lower density values from thos
predicted previously [13]. Let us define the following or
der parameters:

P6 ­
1

Ns

Z `

0
dzfhs2zd 6 hszdg . (5)

We will say that the system is in a FP (AP) whenP1 fi 0,
sP2 fi 0d, and P2 ­ 0 sP1 ­ 0d. We have identified
three different phases in the system: At low densiti
the FP (ferromagnetic phase) is stable. As the density
raised the system passes through a first order transi
to a PP for narrow barriers and to an AP for thic
barriers. The AP is stable for intermediate densities a
sufficiently thick barriers. There is a reentrance of P
in the low density regime. The low-density-transitio
AP ! PP is of second order and the line predicted b
both methods should be the same there. However,
sv01

SDEd2 is becoming quite small, the number of iteration
needed to reach convergence diverges, and conseque
one needs increasingly long times to obtain similar resu
This divergence is a clear signature of the order of t
transition and there one may use the equationsv01

SDEd2 ­
0. On the higher density side of theAP ! PP transition,
we obtain remarkably different results implying that
is a first order transition. We have verified numerical
(introducing small fluctuations into the metastable phas
that the AP is metastable for even higher densities wh
the PP is metastable for lower densities up to the li
defined bysv01

SDEd2 ­ 0. The order of the transition is also
in correspondence with the behavior ofP1 and P2 (see
below). From now on, we will useDEPP , 0 to define
the unstable region. The FP includes a region at the la
barrier width limit (black area) where all the electrons a
essentially localized in the same well.

In Fig. 2 we summarize the dependence of the syst
on NS and a for a fixed value barrier width; the res
of the parameters are the same as in the previous c
The symmetric case (vertical straight line in Fig. 1) co
responds toa ­ 0, while a ­ 1 corresponds to a DQW
doped on a single side. When the reflection symmetry
z ­ 0 of the DQW is broken either by asymmetric dopin
or by an applied electric field [15], new interesting phe
nomena arise. In this case we have identified four phas
The low-density FP, the intermediate density AP, a hig
density PP, and its reentrance below the AP, and a n
high-density ferrimagnetic phase (FiP) which is absent
a ­ 0. As all the particles of the system are affected
the phase transition one may roughly estimate fromDEPP

that, even in the best conditions, the transition tempe
tures must be lower than 1 K.

In order to clarify the description given earlier, we wil
study the behavior of the system along the horizontal a
the vertical straight lines of Fig. 2, which is shown i
Figs. 3 and 4, respectively. In Fig. 3 we show the evol
of
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FIG. 2. Phase diagram of the DQW as a function ofNS and
a, for db . 49 Å. Same convention as in Fig. 1.

tion of the system as a function ofa for a fixed value of the
density NS ­ 0.24 3 1011 cm22. At a ­ 0 in the AP,
even though the wave functionsfm

s szd depend ons, the
em

s are independent ofs, with only the states withm ­ 0
occupied. Besides, we have found thatfm

1szd ­ fm
2s2zd,

and as a consequence [see Eq. (2)],hszd ­ 2hs2zd
and rszd ­ rs2zd. Accordingly, V sz, 1d ­ V s2z,
2d, P1 ­ 0, and 0 , jP2j , 1. Thus though the
yDQW szd and yHszd have reflection symmetry around
z ­ 0, for each component of the spin the exchang
correlation contribution is much stronger in one well tha
in the other; as a result, the ground sate wave functio
f0

sszd are highly localized in opposite quantum wells
The increment in kinetic energy is compensated by t

FIG. 3. Evolution of the subband structure as a function
a. The dotted line shows the values ofEF while the full
line represent the values obtained forDEPP 3 10. The energy
origin in the subband structure is placed atse0

1 1 e0
2dy2.
465
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FIG. 4. Evolution of the subband structure as a function
NS, for a ­ 0.5. Same convention as in Fig. 3.

exchange-correlation energy gain. As soon asa fi 0,
yH szd becomes asymmetric and the degeneracy inem

s

is broken. Asa becomes larger, one component of th
electron gas is increasingly allowed to tunnel towards th
opposite well, which reducesjP2j significantly. Finally,
both components become localized in the same we
hszd ! 0, P6 ! 0, and the system converges to the PP
The behavior of the low-density FP (not shown) is als
due to a combined effect of the Hartree and exchang
correlation contributions [14].

In Fig. 4 we present the results obtained for a fixed valu
of a ­ 0.5, as a function ofNS. The low-density regime
corresponds to the FP discussed above. In that reg
the electron gas is completely polarizedfhszd ­ rszd and
P1 ­ 21]; however, asrszd is highly asymmetric,P2 is
different from zero. In fact, it is nearly equal toP1, this
means thathszd . 0 for z . 0. One spin component of
the electron gas lowers its energy because of the exchan
correlation potential, while the other is pushed above t
Fermi level. Accordingly, the density of states below th
Fermi level is lower than in the PP, which in turn raise
the kinetic energy of the FP. For low values ofNS,
this kinetic energy cost is more than compensated by t
exchange-correlation energy gain, but as the kinetic ene
grows faster, there is a critical densityNS above which
the paramagnetic phase is more stable and the sys
changes to a PPsP1 ­ P2 ­ 0d in a first order transition.
The existence of a new FiP for high densities can b
understood as follows. For large values ofa sa . 0.4d
the ground state wave function is highly localized in th
lower energy QW, while the fist excited state is in th
other. For intermediate values ofNS, EF lies belowe1,
and the higher QW is empty, but as soon ase1 , EF a
small fraction of the total electronic density occupies th
higher energy QW. In this part of the system, the electron
density is low enough to make a FP stable. As a result, t
system is ferromagnetic in the higher QW and should b
paramagnetic in the lower one, as the charge in it is mu
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larger. However, the coupling between the wells induce
a small polarization in the lower QW,jP1j . jP2j being
a consequence of the fact thathszd . 0 for z , 0.

In summary, we have found that the antiferromagnetic
transition predicted in Refs. [7,8] for double quantum
wells occurs at smaller values of the densityNS and
greater values of the interwell barrierdb . This leaves
the unstable region out of the range of almost all the
samples used to confirm the phase transition [9]. We
have also found that the transition is a first order one in
its high-density boundary, and accordingly that the ASDE
remains finite until the transition towards the AP occurs
We have studied the behavior of the system when it
symmetry is broken and showed that a new ferrimagneti
phase appears in an asymmetric system at accessib
higher densities (it is also in the range of electric fields
that, as an additional advantage, can be obtained an
tuned externally). Besides, we have estimated that th
measurements must be performed at temperatures low
than 1 K to observe the transitions.
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