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Disorder and Magnetic Field Dependence of Slow Electronic Relaxation
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We show that the relaxation of the excess conductivity in a hopping system driven far from
equilibrium is systematically affected by static disorder and magnetic field. In following the glasslike
relaxation for times much longer than has been done before we observe a new time dependence of the
relaxation. A positive magnetoresistance and a strong effect of the magnetic field on the relaxation
indicate that spins may play an important role in the nonequilibrium properties of such systems.
[S0031-9007(97)03583-7]

PACS numbers: 72.20.My, 71.30.+h, 72.80.Ng

Many disordered systems are characterized by a veryhe samples were immersed in a cryostat placed inside a
slow, nonexponential time dependence of relaxation t® T magnet maintained & = 4.11 K.
equilibrium. There is no all-inclusive explanation or form  Figure 1 shows the change of a sample conductance
for the temporal relaxation law, but many experimentswhen V, is swept from+100 to —100 V. Before the
suggest that it is a feature common to the combinatiorsweeps,V, = 0V (at which the sample was cooled
of disorder and interactions [1]. It was also suggestediown) was maintained during 12 h to allow equilibration
that constraints not due to interactions, e.g., conservatioat this V, at T = 4.11 K. Thereafter the experiment
of particles, may be sufficient in some cases to cause nonwas begun (at timer = 0) by shifting V, to 50 V
ergodic relaxation [2]. This suggestion was made in theand recording consecutiv€(V,) traces at the indicated
context of electronic Fermi glasses (commonly call An-times. G(V,) shows a local minimum at/, = 0 V.
derson insulators). Nonergodic relaxation is particularlyThus, intriguingly,G increases fronG(V, = 0) whether
interesting for these because the dynamics of electrons hatectrons are added or removed from the device. As was
been traditionally considered as very rapid. Such aspecexplained elsewhere [3], this surprising effect results from
of Anderson insulators were studied to a far lesser degrevo features that are arguably generic to charge transport
than their equilibrium properties. in the hopping regime: (1) Exciting an Anderson insulator

Recently Ben-Choriret al. [3] reported on nonergodic far from thermal equilibriumenhancesits conductivity
transport in Anderson localized films of indium oxide which is at a locaminimumwhen the system is in thermal
and ascribed the phenomena to the hopping transport quilibrium. (2) The relaxation of the excited electronic
nonequilibrium states. Here we describe further experisystem to equilibrium can be a sluggish, nonergodic [2]
ments on this system using a technique that allows moniprocess. A sudden changda either direction of V,
toring the relaxation for much longer times than hithertocauses a departure from equilibrium, thereby enhancing
observed. This yields new information on the temporalG. The sluggish relaxation of the system makes this
dependence of the relaxation in such systems. We algarocess observable even whep is swept quite slowly.
show, for the first time, that the dynamics of the relaxa-Figure 1 reveals a unique feature which earmarks the
tion process is distinctly affected by magnetic figidand  glassy state of this electronic syster@(V,) develops
discuss the implications of these results. a local minimum at anyv, held fixed for an extended

Our experiments employed a MOSFET-like (metal-time. The new conductance dip at, = 50 V takes
oxide-semiconductor field-effect transistor) structuremany hours to build up while the original minimum at
where the semiconductor was crystalline indium oxideV, = 0 V takes as long to “heal” (note that the dip at
and al00 um thick glass plate was the dielectric sepa-V, = 0 V is discernible even after many hours). An easy
rating it from a gate electrode. Full details of sampleto visualize mechanical analog is the deformation of a
fabrication are given elsewhere [4]. The film conductanceglass under a durable pressure of a stylus. When shifting
G was measured as a function of gate voltagjeusing a the stylus the dip gradually disappears (due to surface
two terminal ac technique. Source-drain voltages were itension) while another dip forms under the new stylus
the Ohmic regime. The high resistance of the samplegqosition. A scanning probe stylus would produce traces
and the parasitic capacitance of the measuring wires disimilar to Fig. 1. The dips in th&(V,) traces reflect
tated the use of low frequencies (0.5—10 Hz dependingesidues of the “original” equilibrium and formation of
on the resistance) for the phase sensitive measuremengs.‘new” equilibrium state. The inset in Fig. 1 shows
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FIG. 2. The normalized conductance versus magnetic field for
the three samples studi¢d = 4.11 K).
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o, § For a more systematic study we define a dimensionless
T, 1 parameterA(r) as the ratio of the amplitude of the

N decaying dip to its value at= 0 (as measured from the
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“asymptotic” baselines). The behavior &r) was found

Vg (V) to be fairly insensitive to the conditions of measurements

i (e.g., a range of sweep rates which was typically 0.1—
FIG. 1. Conductance versus gate voltage for a typical two- V/sec, the value of the “cool downV,). Figure 3
dips experiment. The sample resistanc6sM(). The top . 8
trace in the figure shows the initial state with a well developeoshOWSA(t) atH = 0 forthe th(ee measured samples, and
dip atV, = 0." The other traces (shifted for clarity) were taken Fig. 4 comparesi(z, H = 0) with that of A(,H =9 T)
at later times, measured from the time a “fin&y = 50 V was  for two of these samples. Notice these salient features:
imposed between subsequent sweeps. The traces are labeled1) A(r) for the first several hours is always nonexpo-

by the respective time (in hours) that elapsed since the ¥ipal ; ; -0
was applied, and each took 4 min to complete. The inset showgentlal and can be described as a power |Af) « 1

a trace taken identically, approximately 18 h into the run, butWith the value of¢ v_arying slowly withz. Fors <5 _h’
after the sample was warmed up to 17 K (all the other dat@nd atH = 0, ¢ varied in the range 0.27-0.29 while at
were taken af’" = 4.11 K). Note that in this casaeitherdip H = 9 T it was 0.20—0.22 in all the studied samples. For

appears. t < 1 h 6 was considerably smaller, ardr) plotted well
[9] as In(r) (i.e., # — 0). In some cases we observed
that forr = 7.y A(f) crosses over to a faster (possibly

I
g
—

the field effect of the same sample takenTat 17 K.
There G(V,) exhibits a “normal” field effect indicating
that relaxation to equilibrium is faster than the rate of

change ofV,. Thus, for this state of disorder, the glass 8.%{ ]
temperature must be somewhere between 4 and 17 K. 03;
We note in passing that similar double-dip behavior 0614
05 m 26 MQ

was also reported by Adkinst al. [5] in a cermet, and u 160 M@
by Salvino et al.[6] on silicon oxide, but these were 04w A 20 GO
attributed to glassy behavior of ions. We believe that such oal ™ N
a behavior is characteristic of any electrically active glass.

We have used the “two-dips experiment” to monitor 0.2
the dynamics of many samples as a fucntion of disorder
and magnetic field. We focus here on measurements o
on three samples [7] with different states of disorder, 01 . . .
characterized by the sheet resistance of the sample at "0 20 40 60 80
T = 4.11 K. Figure 2 showsG(H) for the three. The t (hours)
fllm thickness was 55 '.&’ and the magnetic fleiitlwa_l&? FIG. 3. The behavior ofA(r) for the three studied samples.
oriented parallel to the film plane. Under these conditions, s Jefined asA = AG(1)/AG(0) where AG(7) is the dip

the magnetoresistance of all the samples was positiveaagnitude at time measured relative to the natural baseline.
presumably due to spin effects [8]. The temperature was held constanfat 4.11 K and H = 0.
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and thus the observed dip 6f with V, can be accounted
for by a simple model of localized noninteracting elec-
trons. Here we show that such a model can qualitatively
account for the shape of the dip. Current due to hop-
ping transitions between sités;j separated by an energy
E;; is proportional to[ f:(1 — £;) + f;(1 — )1/ sink?
(Eij/2kT). The denominator restricts contributions to
current to |E;;| = kT, and [ f;(1 — f;) + f;(1 — fi)]

is virtually zero wheni, j are farther thankT from
Er. Holes and electrons excited into that region (as
they are with excitation far from equilibrium) enhance

015 3 6 9 72 15

t (hours)

[fi(1 — f;)) + f;(1 — fi)] and thus enhancé. On the
other hand, for insertion of particles withk¥" from Eg
the change i f;(1 — f;) + f;(1 — f;)] is quite small.
FIG. 4. As in Fig. 3, and comparing between the behavior ofit follows that whenV, is so small that particles are in-
%?ktlé{leZe?l(? Tsd tﬁteHv;ug fo&ret\ggmspa}g] Eéi?étaghégtgttggfo fieSerted only withink?" of Er (say, whenV, < Vo) [11],
and is used here just to characterize the disorder.) The dash e chgnge G Is very small. BUt.’ aS(g increases above
and dotted lines are fits ofi(r) « 192" and A(r) « (927, Vo, G increases rapidly. Saturation is expected when the
respectively, to the data. rate of insertion of nonequilibrium particles equals the rate
of particles decaying to withia7 from Er. The regime
of V, is thus usefully divided into two. WheW, < V,

exponential) time dependence. Thig,x increases sys- AG is expected to remain small. The width of this regime
tematically with the sample disorder. is expected to increase proportionallyfio ForV, > V,

(2) The relaxation rate is affected by the disorder. TheAG is expected to rise more rapidly.
more resistive the sample the slower is its relaxation Figures 2 and 4 show the effect adf on G and
(Fig. 3). AG(t). H clearly reducesG and slows the relaxation,

(3) In the presence off = 9 T, the relaxation rate is and thusqualitatively, has the same effect as increasing
substantially slower (Fig. 4). the disorder. Buiguantitatively H and disorder do not

The experimental correlation between the change oéffect G and relaxation in the same way. This can be
conductivity and the change in the relaxation rate due te@asily seen by comparing the data in Figs. 2, 3, and 4.
both disorder and field (as well as the low glass tempera- One may ask whether there is a simple relationship
ture), strongly suggests an electronic mechanism. The affas explained below) between the resistan¢é& and
proach to equilibrium of the carriers that we imparted arthe relaxation, monitored bAG(z). G can be altered
excess energy occurs via quantum-mechanical transitiorisy several experimental parameters &3y, ... (e.g.,H,
between localized states—the same types of process&s the disorder). Suppose one changewwith X, and,
giving rise to conductivity near equilibrium. The con- separately, withY, such that the finalG is the same
straint of particle conservation dictates that at least twdan both cases. Should one expett(r) to be also the
sites must change their state of occupation, a cause feame? The answer is generally no, beca@ismdAG(r)
slow relaxation and high resistance. Increasing the disorare determined by transitions among different sets of
der reduces the conductivity in two ways—by increasingstates. G is determined by transition rates among states
energy level spacing and by reducing the localization raconfined to lie within abouk7T of Er while relaxation
dius. As was originally shown by Kurobe and Kamimura,involves states farther frorfz. Thus one cannot expect
a strong magnetic field introduces another constraint bAG(¢) to be determined uniquely bg. Such could be
impeding certain transitions, thus affecting both the conreasonably expected only if the changefitl — f;)w;;
ductivity and the relaxation rate. In their model electrons(w;; is the transition rate froni to j) in each pair(i, ;)
are localized within a single orbital which cannot accom-were affected in the same way By as it is byY. Itis
modate two electrons with parallel spins. When spins ar¢hus understandable thAt may have a stronger effect on
aligned byH, transitions from singly occupied to singly relaxation than the magnetoresistance suggest, though the
occupied states are blocked, thus reducing the conductidegree to which this happens here appears rather large.
ity and the rate of relaxation. In less localized situationsVe shall return to this point later.
the constraint is weaker, but can still exist due to the ex- So far we did not consider interactions, but these can,
change term [10]. of course, be important. Charge interactions can bring

It was argued [2] that in contrast to most glassy sys-about a dip (or a gap) in the one-particle density of states
tems, in a strongly disordered system even noninteractingear Er. This dip has its own characteristic relaxation,
electrons can become glassy as a result of particle convhich will affect AG(r)—the energy gradually decreases
servation. In Ref. [3] we showed that the slow relaxationas, in response to the interaction potential, the inserted
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particle is gradually “dressed” by other particles (thus alsgrant administered by the U.S.—Israel Binational Science
reducing its mobility). The dip in the DOS will also affect Foundation.
the dip inG(V,) since the possibility to insert particles as
V, is varied tracks the DOS.
Spin-spin interactions can also be important, as they[1] a k. Jonscher, Nature (Londor356 566 (1975); K.L.

generate an effective local magnetic field, and we already ~ Ngai, Comments Solid State Phys,. 127 (1979);9, 41

mentioned the effect & on G and onAG(r). Spin inter- (1980).

actions thus can affect the relaxation in accordance with[2] M. Pollak, Philos. Mag. B50, 265 (1984).

the characteristic decay to an equilibrium configuration of [3] M. Ben-Chorin, Z. Ovadyahu, and M. Pollak, Phys. Rev.

the spins. Such interactions can perhaps explain the large B 48, 15025 (1993).

effect of H on AG(¢). [4] O. Cohen and Z. Ovadyahu, Phys. Rev.598, 10442
During the extended relaxation time the ionic system is 5] ((:1%9426'\(1“”8 3.D. Benjamin, J.M.D. Thomas, J.W

not I|kely. to remain static. The detailed bghawor of'the Gardner, and A J. McGeown, ). Phys1C, 4633 (15)84).

process is then convoluted by the dynamics of the ions.

. - . . [6] D.J. Salvino, S. Rogge, B. Tigner, and D.D. Osheroff,
But whether the ions are static or not it should be realized Phys. Rev. Lett73 268 (1994): Sven Rogge, Douglas

that to account for the results reported abovedieetronic Natelson, and D.D. Osheroff, Phys. Rev. Lét6, 3136
systemmust be glassy.The measured change 6f with (1996).

V, cannot be attributed to a polarization of ions—note [7] These samples were obtained fronsiagle device using
that the field which can excite ions out of equilibrium the method described by V. Chandarsekhar and R.A.

is transverseto the measured current—the symmetry Webb, J. Low Temp. Phy€7, 9 (1994). We emphasize
of the problem thus does not allow an interpretation in that these samples have similar carrier concentration and
terms of a depolarization current due to relaxation of ions  differ primarily in disorder energy [see also Z. Ovadyahu,
(and no longitudinal current could be measured due to  J- Phys. C19, 5187 (1986)].

the application ofv,). Also, if the electrons were not 18] A Kurobe and H. Kamimura, J. Phys. Soc. Jpa, 1904

13 i1} H (1982).
glassy the “memory” effects discussed above could not[g] V.N. Sawatéev and Z. Ovadyahtiopping and Related

have existed due to the screening of the_ internal fields. Phenomena €edited by O. Millo and Z. Ovadyahu (Roses
Our measurements thus lend further experimental evidence  pypjishing, Jerusalem, 1995), p. 44.
in support of the prediction that glassy effects could bg10] A. vaknin, A. Frydman, Z. Ovadyahu, and M. Pollak,
due to the internally slow dynamic of electronic systems Phys. Rev. B54, 13604 (1996).
[12]. The observation of relaxation for many hours is[11] The value ofV, can be estimated froriiy =~ ev(0)kT/C
not commonly associated with electron dynamics. Slow  where »(0) is the two-dimensional density of states
electron relaxation, on time scales of seconds, has been [#(0) =5 X 10% J"'m~2 in the present case] and the
observed in capacitance measurements [13]. eﬁegtive qapacitgnce per unit area. Using the measured
In summary, we described a set of experiments perti- € this typically givesv, = 2-5 V' for T = 4 K'in good
nent to slow relaxation in a disordered electronic syste agreement with our experiments.
The results, and, in particular, the dependence of the ?;[?2] Motion of ions may also occur during these very long
. ’ - ’ e relaxation times which is why it is not claimed that the
Iaxathn. rate on disorder and magnetlc f',elq’ suggest that relaxation ispurely electronic. But, as discussed above,
the origin of the phenomenon is electronic in nature, and  the electronic systenmust be glassyn the first place
apparently involves spin effects. for these effects to be seen [see also M. Pollak and
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