
VOLUME 79, NUMBER 21 P H Y S I C A L R E V I E W L E T T E R S 24 NOVEMBER 1997

om

red
arly
rder

dom)

4254
Disorder Driven Destruction of a Phase Transition in the Vortex System
of a Superconductor
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We investigate the effects of point disorder on the magnetically induced vortex system of a laye
superconductor. The clean system is known to have a first order phase transition which is cle
identified by a sharp peak in the specific heat. The peak is lost abruptly as the strength of the diso
is increased. Hence, for strong disorder there is no phase transition (in the vortex degrees of free
as a function of temperature but merely a crossover which is still detectable in theI-V characteristic.
[S0031-9007(97)04536-5]

PACS numbers: 74.60.Ge, 64.60.Cn
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Disorder is known to play an important role in the
phase diagram of even so-calledcleansuperconductors at
low temperatures and high magnetic fields. It has recen
been shown that these clean systems have a first or
transition. It is believed that this transition is associate
with melting or decoupling of the vortex system. Th
thermodynamic signal of the transition is lost at a “critica
point” below which pinning is thought to dominate the
behavior [1,2].

Significant effort is currently being invested in attempt
ing to understand theoretically the effect of disorder o
the behavior of the magnetic flux system in supercondu
tors [3–5]. In this Letter we discuss simulations of th
phenomenological behavior and response to disorder o
layered vortex system. Our model is deliberately mad
sufficiently simple so that we are able to identify th
mechanisms behind the effects we observe. We belie
that our results demonstrate which degrees of freedom
the vortex system are necessary in order to interpret t
real experimental data.

We present the results of a 3D layered simulation in th
presence of point disorder. We have includedonly the
degrees of freedom associated with vortex lines, an a
proximation we believe to be valid away from the vicinity
of the zero field transition,Tc. The vortex lines consist
of stacks of pancake vortices. These stacks are able
cross and to decouple when it becomes energetically
vorable and this is an essential feature of the model. T
clean system has a first order decoupling transition, w
an entropy jump comparable to that seen experimenta
away fromTc: namely,.0.4kByvortexylayer. However,
for strong disorder the first order transition is reduced
a gradual crossover. This can be seen in many aspect
the behavior. The pronounced peak in the specific he
that is a feature of the clean system is no longer prese
and the diffusion becomes thermally activated with an e
ergy scale set by the strength of the interlayer couplin
Thus the decoupling transition is replaced by a depinnin
crossover whose underlying mechanism is plastic cutti
of the vortex lines. This is confirmed by direct measure
0031-9007y97y79(21)y4254(4)$10.00
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ment of the cutting frequency. Hence avortex glassphase
[6] cannotoccur in this system since the divergence of th
elastic creep barriers at vanishing driving force [7] wi
be cut off by the finite activation energy barrier for plas
tic cutting of the flux lines. We analyze both thermody
namic and transport properties. The specific heat beha
demonstrates that above a threshold disorder destroys
phase transition of the clean system. However, the tra
port properties are relatively insensitive to the disorde
This stresses that one must be cautious when inferr
the existence of phase transitions from transport data
The manner in which the clean system phase transition
destroyed by the introduction of disorder has been inve
gated by Giamarchiet al. [4,9] and Kierfeldet al. [5,10].
The destruction of the thermodynamic phase transiti
may in fact take place via a phase transition as a fun
tion of disorder in our simulation.

The model is a layered pancake system which dem
strates quantitative features similar to those seen in
highly anisotropic Bi-2212 high temperature superco
ductor. The transition is studied as a function of fixe
magnetic field,B (density of vortices), which is always
perpendicular to the layers (along thec axis), and vari-
able temperature. In order to be able to study the lo
of the vortex lattice order the vortex position is varie
continuously as an underlying discrete lattice can lead
spurious phases [11]. The disorder is the simplest p
sible—namely, random point pins.

The system is equilibrated via Langevin dynamics wi
periodic boundary conditions enforced in all direction
For simplicity all the temperature dependence of t
model is introduced via a noise term [12]; addition
temperature dependencies of the penetration depth
other length scales are neglected. We focus purely
the vortex lattice aspect of the melting—that is, on
vortex loops representing fluctuations in the positions
the flux lines are included. To enable a sufficiently larg
simulation to study 3D effects Gaussian potentials a
employed for all the interactions. In 2D the true in
plane interaction should be theK0 Bessel function but it
© 1997 The American Physical Society
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is only reasonable to use this numerically for very sho
penetration depths as otherwise the long range nature
the potential results in excessive relaxation times. Fo
layered superconductor the predicted potentials [13] a
even longer. That the qualitative behavior is correct
simulated by the Gaussian potentials can be seen
comparing the 2D simulations of Jensenet al. [14] who
used the Gaussian potential and Koshelev [15] who us
the physical potentials.

The pancakes in the planes have an in-plane repuls
interaction between them, in our case modeled by
Gaussian potentialUll

vv 0 ­ Av exps2r2yj2
v d, where r is

the in-plane distance between the vortices,jv is the in-
plane vortex range, andAv is the (fixed) strength of the
vortex potential.

Across the layers the interaction is more complicate
as it must include a mechanism for cutting and reco
necting the vortices. This is known to be important ne
the melting temperature, in order to allow for the los
of long range phase coherence as seen, for exam
in the pseudotransformer experiments [16]. It has be
shown by Clem [17] that in order to model the elec
tromagnetic interactions across the layers only pair-wi
potentials are needed. However, Bulaevskiiet al. [18]
have shown that including the lowest order terms of th
Josephson coupling makes three- and four-body ter
equally necessary. For weak interlayer coupling we ha
found that the inclusion of the three-body term is su
ficient. Hence the total interaction across the planes
composed of a two-body attractive interaction (where a
r are in plane)Ull0

vv 0 srl
i , rl0

j d ­ 2Al expf2srl
i 2 rl0

j d2yjl2 g
and a three-body repulsive interaction.

Ulll0

vv 0v 00srl
i , rl

j , rl0

k d ­ A3be2fsrl
i 2rl

j d21srl
j 2rl0

k d21srl0

k 2rl
i d2gyj

2
3b .
(1)

Al andjl are the amplitude and range of the two-bod
interaction and similarlyA3b and j3b are the amplitude
and range of the three-body potential. The latter acts
excluding three or more pancakes (two in one layer and
third in an adjacent layer) from finding their equilibrium
location to be within a coherence length in thex-y plane.
The anisotropy is determined by the strength of th
interlayer coupling parameterAl, and is fixed to be0.2,
which corresponds to a highly anisotropic system; that
the ratio between the tilt and shear moduli isc44yc66 .
0.01 for layer and vortex spacings pertinent to Bi-221
in an external magnetic field of 1 T. This is similar to
that estimated for Bi-2212 using the elastic moduli a
defined in Blatteret al. [13]. The other parameters are
Av ­ 1 andA3b ­ Al, for the amplitudes of the potentials
and jv ­ 0.6, jl ­ 0.3, j3b ­

p
2 jl for the ranges in

the Gaussians. Our unit of length is the average spac
between the pancakes.

For this choice of parameters the clean system los
order in both thea-b plane and thec direction over a
very narrow temperature range which is comparable to t
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accuracy with which the temperature can be determined
the Langevin simulation. There is a pronounced peak
the specific heat at this temperature and a Lee-Kosterl
[19] binning of the energies yields an associated entro
of .0.4kBypancake. Furthermore the activation energ
between the ordered and disordered states grows w
system size, indicating a first order transition.

In two dimensions it has been shown by one of the a
thors [20] that weak disorder with amplitude in the rang
0.01 # Ap # 0.05 has a significant effect on the melt-
ing temperature (as defined by the onset of diffusion); s
Fig. 1. Tab initially decreases (to approximately half its
clean value) but then increases as the pinning energy
comes dominant; see lower inset in Fig. 1. This is du
to the weakening by disorder of the shear modulus of th
system. In three dimensions this effect is still present b
much weaker (of the order of a percent); see upper inset
Fig. 1. At these small values ofAp there is no difference
in the results obtained for a broad range of vortex-to-p
ratios:0.5 # NyyNp # 2.

Experimentally the transition moves to lower tempera
tures as the magnetic field is increased [1]. At thes
lower temperatures less thermal energy is available a
hence the pinning energies become more significant.
simulate this without changing the magnetic field a large
value of the pinning potential amplitude,Ap ­ 0.5, is
used. The results are dramatically different from th
clean system. First, the onset of the diffusion whic
in the clean system is very sharp becomes a gradu
onset, and is in fact thermally activated. The activatio
energy is determined by the strength of the interlay
coupling: E . 1.5Al (from investigatingAl ­ 0.2, 0.3,
and 0.5 with fixedAp ­ 0.5 and varying numbers of pins).
This suggests that the diffusion is occurring viaplastic
cutting of the vortex lines. The concept of “vortex lines”

FIG. 1. Main figure: Diffused square distance aftert ­
75 000 time steps as a function of temperature for the tw
dimensional system withNy ­ 1024 for different pinning
strengths,Ap. The insets are the 2D and 3D behaviors o
the melting temperature (as defined by diffusion) as a functio
of pinning strength. It is clear that the effect is much mor
significant in the 2D case.
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FIG. 2. Number of cutting eventsypancake as a function of
the strength of the disorder.

is a matter of convention in our layered system. Howeve
the obvious way of identifying them is in terms of stacks o
pancakes—where nearest neighbor pancakes in adja
layers are said to belong to the same stack. The cutt
rate can now also be measured directly. We define
rate to be the number of times a pancake changes
nearest neighbor assignment to pancakes in adjacent lay
in a given time interval. There is a plateau in the ra
above the pure system decoupling temperature; see Fi
for all pinning strengths. However, the onset temperatu
for cutting decreases as the pinning strength increases
agreement with the diffusion results.

In the clean system there is a peak in the specific he
which is a thermodynamic indicator of the transition an
can be compared with the experimental results of Zeld
et al. [1] and Schillinget al. [21]. In the presence of weak
disorder (Ap & 0.1) the peak is essentially unaffected bu
the peak vanishes rapidly with increasing disorder wh
Ap . 0.2 and drops away into the background; see Fig.
It should be emphasized that when a peak is present
is as sharp as our temperature resolution. The hei
of the peak is difficult to determine due to the stron
fluctuations in the vicinity of the transition. Our result
are fully consistent with the idea that there may be a pha
transition as a function of disorder.

We have shown that the thermodynamic phase tra
sition is destroyed by directly investigating a thermody
namic property (the specific heat). We now demonstra
that the existence of the transition can be falsely assum
by indirect measurements, such asI-V characteristics if
they are not correctly analyzed.

For Ap * 0.2 there is no longer a true phase transitio
but this is not apparent if a diffused distance criterion, s
R2st ­ tsd ­ 1, is used to determine melting. From thi
criterion one finds that disorder merely shifts the meltin
temperature and one would misleadingly conclude that t
4256
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FIG. 3. Specific heat as a function of temperature for th
clean system and with144 pins of amplitudeAp ­ 0.5 and
rangeRp ­ 0.125. Both systems consist of 144 pancakes i
each of eight layers.

melting transition survives the presence of disorder.
is, however, clear from the form of the diffusion curve
that the diffusion mechanism has changed; see Fig.
Measuring the onset of diffusion is a close analog of a
experimentalI-V characteristic. This is demonstrated in

FIG. 4. Average of square of moved distance over a fixe
number of time steps for a different number of pinsNp . The
amplitude isAp ­ 0.5 and range isRp ­ 0.125 in all cases.
The system consists of 144 pancakes in each of eight laye
The inset shows the temperature at whichR2 ­ 1 for different
pin densities.
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FIG. 5. Plots of the log(voltage) and log(diffused distance
versus log(temperature) forAl ­ 0.2 and Ap ­ 0.5 indicating
an onset temperature for both,0.04. The inset shows the
change in the behavior of the diffusion curve between the cle
and strongly pinned systems.

Fig. 5 with log-log plots for both the diffused distance a
a function of temperature (at fixed time) and the voltag
as a function of temperature (at fixed driving force)
Within the numerical accuracy theI-V characteristic is
linear as a function of current at small current. Th
I-V characteristics correspond to thermally assisted flu
flow [13]. By assuming that the induced voltage has a
Arrhenius form we find that the activation energy is of th
same order of magnitude as that deduced from the on
of the diffusion data. Hence our system does not have
vortex glass phase [6].

To summarize we have presented a simple mod
which demonstrates that the thermodynamic decoupli
transition is abruptly destroyed by a finite amount o
disorder. We believe that this is the explanation for th
critical point in the Bi-2212 phase diagram of Zeldov
et al. Furthermore, our study shows that transport da
can suggest the existence of a transition even when
is known that disorder has destroyed the thermodynam
phase transition.
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