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Breakdown of Dynamic Scaling of Disclination Loop Decay Biased
by Electrohydrodynamic Convection in a Nematic Liquid Crystal
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Electrohydrodynamic convection in the nematic liquid crystal MBBA in the presence of a competin
magnetic field produces disclination loops in the two dynamic scattering states DSM 1 and DSM
The convection and magnetic field bias this initial state so that the subsequent decay of the disclina
loops does not obey dynamic scaling. We experimentally confirm this breakdown of dynam
scaling. [S0031-9007(97)04577-8]

PACS numbers: 61.30.Gd, 47.65.+a, 61.30.Jf, 64.60.Ht
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Systems quenched from a disordered to an ordered s
often evolve patterns of some characteristic size as th
return to equilibrium. The challenge is to describe th
temporal evolution of these patterns, which can often
described by a scaling relation. The best known e
ample of such a transition is phase separation in bina
mixtures undergoing spinodal decomposition in which do
mains grow with a power law dependence. In this examp
the system has discrete symmetry and a conserved or
parameter. More recently, attention has focused on s
tems with continuous symmetry and nonconserved ord
parameters in which line defects (strings or disclination
form as a result of the quench. Such systems have be
studied theoretically [1–4], numerically [5], and with com
puter simulations [6] which predict that the defect densi
scales ast2f, where the exponent depends on details
the order parameter and the spatial dimensionality. E
perimental realizations include liquid crystals undergoin
a pressure quench [7–10] from the isotropic to nema
phase and coarsening of domains in twisted nematic film
[11,12] under temperature quenches in which defect de
sity exhibits the predicted dynamic scaling.

Recent theoretical work [13] and computer simulation
[14] have considered the evolution of defects resultin
from a quench in which the disordered state is bias
by some field which favors a particular state in th
ordered phase. The bias causes the system’s evolu
to no longer be described by a simple power law. Th
length of the defects is instead predicted to behave
lstd , std2f expf2gstddg, where the exponentf depends
on the nature of the order parameter andd depends on
the spatial dimensionality. The decay constantg is a
nontrivial function of the bias field such that power law
behavior is recovered when the bias is removed. A
experiment [15] involving the relaxation of biased twis
regions in nematic liquid crystals showed agreement wi
the functional form of the above equation but no value
for exponents were reported.

In this Letter, we report on an experimental study o
the decay of disclination loops formed by a nematic liqui
crystal undergoing electrohydrodynamic convection [1
0031-9007y97y79(21)y4206(4)$10.00
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with the convecting flow field acting as the bias field
These disclination loops, which are topological defec
whose circumference is a disclination line that separat
regions of opposite twist, do not obey dynamic scalin
as they decay, in contrast to loops formed by pressure
temperature quenches from the isotropic to the nema
phase.

These disclination loops appear as roughly circular
shaped regions whose circumference, the disclination lin
appears dark. Nematic disclination loops belong to th
universality class of a nonconserved Ising system [
with the closed disclination line acting similarly to a do
main wall separating two regions of magnetic orientation
The recent nonbiased quench experiments and simulatio
show that the decay of the length of the disclination line
(the circumference of all the loops) is described by a pow
law with an exponent of12 for a three-dimensional system.

In our experiment, the nematic liquid crystal MBBA
(4′-methoxybenzylidene-4-n-butylaniline) is sandwiched
between two transparent conducting electrodes with
spacing of 135mm. The temperature of the sample is
controlled at27 6 0.1 ±C. The cutoff frequency for this
sample is approximately 300 Hz, and we work at 50 Hz t
remain in the conduction regime and to avoid dc effects

The sample is aligned by a magnetic field which pro
vides a bulk aligning force in contrast to surface align
ment techniques in which the order penetrates into the bu
The magnetic field is applied in the plane of the sample
that the magnetic field is perpendicular to the electric fie
(Fig. 1). The magnetic field, through the sample’s positiv
diamagnetic anisotropy, attempts to align the nematic d
rector in the plane of the sample along the magnetic fie
direction in competition with the electric field which in-
duces alignment along the electric field direction throug
the Carr-Helfrich mechanism [17]. The sample is viewe
along the electric field direction using a long working dis
tance microscope and a CCD camera.

It is important to note that the magnetic field, which a
its simplest level simply aligns the director, also produce
some unexpected results which we have reported el
where, including traveling waves [18] and the formatio
© 1997 The American Physical Society



VOLUME 79, NUMBER 21 P H Y S I C A L R E V I E W L E T T E R S 24 NOVEMBER 1997
FIG. 1. Experimental arrangement.
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of a surface bend-splay wall at both electrodes [19]. Th
latter result is important to this investigation as this su
face wall, once formed, persists indefinitely. The sampl
discussed in this Letter all have this surface state duri
the experiments, even with the magnetic field remove
The effects on samples without the surface wall a
ongoing.

As the applied voltage increases, the liquid crystal u
dergoes a series of pattern forming transitions including
transition to a turbulent state known as dynamic scatte
ing mode 1 (DSM 1) [20] while further increase in volt-
age leads to a transition to another turbulent state DSM
[21]. It is in these DSM states that significant numbe
of disclination loops are generated. With our magnet
field applied, the anisotropy between DSM 1 and 2 is r
moved [19] and the only difference between the two stat
is that DSM 2 scatters more light than the DSM 1 sta
because it consists of a denser jumble of disclination loo
[22]. These disclination loops are somewhat difficult t
observe during convection but are easily studied by tur
ing the electric field off. Removal of the electric field re
veals disclination loops while no other topological defec
such as free strings are observed, indicating that we
in a strongly biased regime [14]. These disclinations the
shrink away, leaving a homogeneous state with the direc
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aligned along the magnetic field direction. Figure 2 show
the disclination loops1

30 of a second after removal of the
electric field. The left hand side of the figure shows th
more dense loops formed from DSM 2 while the right han
side shows loops formed from DSM 1. The magnetic fie
of 0.8 T remained on during the decay. In addition to th
obvious density differences shown in Fig. 2, the disclin
tion loops spawned from DSM 2 take a significantly long
time to decay than DSM 1 produced loops (Fig. 3).

This data is obtained by measuring the transmitted
tensity in each1

30 of a second video frame. We correlat
an increased transmitted intensity with decreased circu
ference of disclination loops. We make this correlation
the following way: First, the disclination loops show up a
well defined shapes with a dark circumference. The c
cumference appears dark as the disclination line stron
backscatters light (i.e., it appears bright in reflected ligh
The amount of transmitted light is then decreased due
the presence of this dark loop and the decrease is prop
tional to the circumference of the loop. We first measu
the transmitted intensityI0 in the absence of any defect
or convection. Under convection the transmitted light
greatly reduced to some valueIstd. The electric field is
then turned off and the transmitted intensity grows, as t
disclination loops shrink toI0. We then takeI0 2 Istd
4207
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FIG. 2. Disclination loops spawned from DSM 2 (left) and
DSM 1 (right)

1
30 of a second after removal of the electric field

The two states are shown together to contrast loop density.

as proportional to the total length of all the disclinatio
loops in view. This method underestimates the disclinati
length by not counting regions where the three dimension
disclination loops appear to cross in our two dimension
view. We count these crossings at the earliest times, wh
the effect is at its maximum, and estimate that the error
of the order of 0.1% for DSM 2 and much smaller for th
less dense DSM 1 state. Because of the large numbe
pixels in the image (104), the stability of the light source
and the relatively small camera noise, the random er
bars are smaller than the data points.

The disclination loops appear to be confined to tw
dimensional layers near the surfaces, which helps expl
the small number of apparent crossings we observe. T
localization is expected both because loops are mo
easily formed at surfaces due to energy consideratio
[23] and because loops will be convected to the surfac
by the flow cells.

The formation and decay of disclination loops repre
sents a biased quench in which two length scales are
portant; the average loop size, which decays slowly
time, and the interloop separation, which decays exp
nentially fast [14]. The resulting breakdown of dynami
scaling is predicted by Toyoki and Honda [13] in whic
the defect string lengthlstd decays as

lstd , st 1 ad2f expf2gst 1 addg . (1)

The exponentd  dy2, whered is the spatial dimen-
sionality. The time exponentf is expected to be12 for
nematic disclination loops which belong to the universa
ity class of nonconserved Ising systems. Thea term re-
sults from the finite length of defects in the initial state
The degree of bias is introduced through theg term.

The theory and simulations assume that the source
the bias is removed as soon as the system starts relax
Of our two sources of bias, the magnetic field and flo
induced shear, only the latter is removed when the elec
field is turned off. The continued presence of a bias fie
4208
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FIG. 3. Decay of the total length of disclination loops in
a 0.8 T magnetic field after removal of the electric field
(a) DSM 1 at 60 and 70 V and (b) DSM 2 at 100 and 104 V
The symbols are the data points, and the solid line is the fit
Eq. (1) with f fixed at 0.5 andd at 1.5 for (a) andd at 3.80
(104 V) and 3.95 (100 V) for (b).

is expected to have a limited role in the dynamics as
primary role is in setting up the initial conditions [5].

With a magnetic field of 0.8 T applied, decay o
disclination loops from neither DSM 1 nor DSM 2 can
be fit by a simple power law with any exponent. We fi
Eq. (1) to our decay data (Fig. 3). For the DSM 1 stat
a good fit is achieved by fixing the exponentf  0.5 and
d  1.5. Fixing d  1 results in a statistically worse fit,
the sum of squared deviations is over twice as large
whend  1.5.

The decay from the DSM 2 state cannot be well fi
with both exponents fixed at the expected values. Holdi
f  0.5, while lettingd increase to approximately 4, re
sults in good fits as seen in Fig. 3(b). In order to determi
the actual values of the exponents we allow all of the p
rameters to vary and give the results in Table I along wi
the correlated 95% confidence limits. Clearly, the unce
tainty range is sufficiently large that the actual values of t
exponents cannot be determined. Table I does confirm
previously stated result, namely, that while the decay fro
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TABLE I. Fitting results of expression (1) to decay of disclination loops. Uncertainties are 95% confidence limits. The coeffi
of determination gives the fraction of the total variance accounted for by the model.

Applied
voltage a g Coefficient of

(V) State (s) f (s21) d determination

60 DSM 1 0.02 6 0.08 0.15 6 0.5 6.8 6 1 1.3 6 0.4 99.96%
70 DSM 1 0.06 6 0.4 0.5 6 5 7.9 6 8 1.3 6 4 99.91%
98 DSM 2 0.12 6 0.07 0.6 6 0.2 2.9 6 0.8 4 6 1 99.96%

100 DSM 2 0.08 6 0.01 0.40 6 0.06 2.9 6 0.3 3.5 6 0.4 99.98%
104 DSM 2 0.12 6 0.08 0.6 6 0.2 1.8 6 0.7 4 6 1 99.90%
-
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the DSM 1 state is well described by the Toyoki and Hond
expression with the expected exponents the DSM 2 st
is fit by the same equation but requires significantly larg
values ofd. (Fixing the exponents at the values shown
Fig. 3 decreases the coefficient of determination by 0.01
from the best fit values.)

The decay of the DSM 2 spawned loops are not we
fit by Eq. (1) with the expected exponents. What mak
the loops from DSM 2 different from their DSM 1 coun
terparts? Either these loops are inherently different or t
interactions between loops, resulting from their increas
density, lead to deviations from the theory which ignore
interaction events. If the decay is affected by the dens
of loops, the behavior of DSM 2 originated loops should b
identical to that of the DSM 1 type loops when the densi
of DSM 2 loops falls to a sufficiently low level. Figure 3
shows that the disclination loops from DSM 2 are approx
mately 5 times more turbid than the DSM 1 state. Whe
the turbidity of the DSM 2 spawned disclination loops fall
to a similar density the resulting decay is also well fit b
Eq. (1) with the expected exponents. This result indicat
that the deviation between theory and experiment is like
due to interactions between disclination loops which a
not accounted for in the original theory. That the variatio
occurs in thed exponent is consistent with this view as thi
exponent controls how the interloop separation grows.

In summary, we measured the decay of line defec
formed from electrohydrodynamic convection of a nemat
liquid crystal. We find that the decay does not follow
dynamic scaling but instead is well fit by the Toyoki an
Honda theory when the defect density is sufficiently low
We also verify that the interactions of defects is importa
at high defect density, as exhibited in the DSM 2 state, a
must be accounted for to accurately describe the decay

J. P. M. thanks Nigel Goldenfeld for useful correspon
dence and Martin Zapotocky for helpful conversations.
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