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Instability and Depletion of an Excited Bose-Einstein Condensate in a Trap
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We present an analytical method to calculate the depletion of a Bose-Einstein condensate excite
a time dependent harmonic trap. We identify a regime where the motion of the condensate is unsta
and show that this instability leads to an exponentially fast population of noncondensed modes.
these modes are concentrated on the surface of the condensate this is observable in the particle de
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Recently Bose-Einstein condensation has been dem
strated in dilute atomic gases [1]. Very low temperatu
condensates with up to107 condensed particles can be pre
pared in magnetic traps. In this regime the interaction b
tween the particles plays a significant role and has to
included in a theoretical treatment. The most widely us
approach is a Hartree-Fock mean field approach which
scribes the state of the condensate by the Gross-Pitaev
equation (GPE) [2]. The GPE neglects the possible co
tribution of noncondensed particles. An estimate of t
fraction of noncondensed particles is possible with t
Bogoliubov–de Gennes method [2]. For dilute gas
at thermal equilibrium with temperatures well below th
critical temperature the fraction of noncondensed partic
is very small. In some nonequilibrium situations it ma
however, increase exponentially with time. Studying ho
instability sets in when the condensate is driven hard
done in recent experiments [3] may help illuminate the o
set of irreversibility in a quantum gas. We find that in
stability sets in for an atomic velocity on the order of th
sound velocity. This is reminiscent of the destruction
superfluidity in liquid helium when the velocity of the liq-
uid relative to the container is too large [2].

We consider a system withN particles. The existence
of a macroscopically occupied state, the condensate, m
vates splitting the atomic field operatorĈ as

Ĉs$r , td  Fexs$r, tdâFex 1 dĈs$r , td , (1)
where Fex is the exact condensate wave function an
âFex annihilates a particle in stateFex. The fact that the
remainderdĈs$r , td acting on the noncondensed particle
has matrix elements,

p
N times smaller than those ofâFex

suggests an expansion in powers of the fraction of no
condensed particles. In [4] we derive such an expans
of the equations of motion of both the wave functionFex

describing the dynamics of the condensed particles and
field operatorL̂ex 

1
p

N
â

y
Fex

dĈ describing the dynamics
of the noncondensed particles [5]. The lowest ord
approximationF to Fex satisfies the time dependent GPE

ih̄≠tFs$r , td  H stdFs $r , td ,

H std  2
h̄2D

2m
1

mv2stdr2

2
1 NgjFs$r , tdj2

2 m , (2)
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wherem is the chemical potential. We choose an isotrop
harmonic trapping potential with time dependent frequen
vstd. The coupling constantg is related to thes-wave
scattering lengthas . 0 by g  4p h̄2asym. Initially the
system is prepared in thermal equilibrium at temperatu
T much lower than the critical temperature. The state
the condensate is given by the lowest eigenstatejF0l of
the time independent GPE, i.e.,H st  0dF0s$rd  0.

The time evolution of the noncondensed particles
generated by

ih̄≠t

µ
L̂s$r, td

L̂ys$r, td

∂
 L std

µ
L̂s $r , td
L̂ys$r, td

∂
, (3)

where L̂ is the lowest order approximation tôLex

and L a partial differential operator reminiscent of th
Bogoliubov–de Gennes operator [4]:

L 

µ
H 1 NgQjFj2Q NgQF2Qp

2NgQpFp2Q 2H 2 NgQpjFj2Qp

∂
.

(4)

Qstd  ' 2 jFstdl kFstdj projects orthogonally toF.
As shown in [4] the dynamics of the noncondensed p

ticles is closely linked to the evolution generated by th
GPE: A deviationdF from F will evolve according to
the linearized GPE; remarkably the spinorsdF', dF

p
'd,

where dF'  QstddF is the deviation orthogonal to
F, solves the same Eq. (4) as doessL̂, L̂yd. We can
therefore determine the dynamics of the nonconden
particles from a linear stability analysis of the GPE;
particular we will study the mean density of noncon
densed particleskdĈys$rddĈs$rdl given to lowest order by

drs$r , td . kL̂ys$r , tdL̂s$r, tdl . (5)

For an arbitraryvstd two scenarios can occur:
(1) The wave functionFstd is a stable solution of

Eq. (2). The deviationdF'std and thereforeL̂ grow
at most polynomially with time in the case of margina
stability; dr in Eq. (5) will follow the same type of law:
No fast depletion of the condensate is expected.

(2) The wave functionFstd is unstable. This is in
particular the case for chaotic motion of the condensa
dF'std and L̂ diverge exponentially with time and so
will dr. For dr ~ exps2std, where s is a Liapunov
© 1997 The American Physical Society 3553
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exponent, this leads to significant depletion after a tim
,logsNdys.

Recent experiments [1] produce condensates w
within the Thomas-Fermi regimefm ¿ h̄vs0dg, where
one can neglect the kinetic energy inH compared to the
particle interaction [6]. The subsequent evolution for
time dependent frequencyvstd is approximated by a time
dependent scaling and gauge transform forF [7,8] in
Eq. (2), which absorbs the part of the interaction energ
converted into kinetic energy. This generates a family o
approximate solutions of Eq. (2):

Flstds$rd  e2ibstdeimr2 Ùlstdy2 h̄lstd F0sh$rylstdjdp
lstd3

. (6)

We haveh̄ Ùb  mf1yl3 2 1g and for the scaling factorl

l̈ 
v2s0d

l4
2 v2stdl . (7)

The condensate wave function is a member of this famil
that is, Fstd  Fl0std with l0s0d  1 and Ùl0s0d  0 as
we imposeFst  0d  F0.

To study how the density of noncondensed particlesdr

may grow in time we have to solve Eq. (3). To do so w
consider a neighboring solution ofFstd  Fl0std within
the family Eq. (6); that is, a solutionFstd  Fl0std1dlstd
with an arbitrarily small dlstd. As stated above the
time evolution of bothL̂ and the orthogonal deviation
dF'std  Qstd fFl0std1dlstd 2 Fl0stdg are generated by
L std. Linearizing Eq. (6) aroundfl0std, Ùl0stdg we getµ

jdF'stdl
jdF

p
'stdl

∂
 dlstd

µ
jhstdl
jhpstdl

∂
1 d Ùlstd

µ
jz stdl
jz pstdl

∂
, (8)

a linear combination of two time dependent spinors with

jhstdl  Qstd s≠ljFlstdldll0 ,

jz stdl  Qstd s≠ ÙljFlstdldll0 .
(9)

Equation (8) constitutes an explicit approximate solu
tion of Eq. (3). The time evolution of the coefficients
dlstd, d Ùlstd is obtained by linearizing Eq. (7) aroundl0.

Equation (8) can be generalized to the following clas
of approximate solutions to the time evolution generate
by L std in Eq. (3):µ

ustd
ystd

∂


Cstd
x

µ
jhstdl
jhpstdl

∂
1

ÙCstd
x

µ
jz stdl
jz pstdl

∂
. (10)

As doesdlstd thecomplexfunctionCstd fulfills

C̈std  2

∑
4v2s0d
l

5
0std

1 v2std
∏

Cstd . (11)

x is an (at this stage) arbitrary normalization factor.
We investigate first the known case of a time in

dependent trapping potential. Thenl0std ; 1 and
from Eq. (11) C̈ 1 V

2
isoC  0 with Viso 

p
5 vs0d.

The solutions Cstd  exps7iVisotd give via Eq. (10)
3554
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two eigenvectors ofLs0d which describe the lowest
isotropic excitation mode of the system [9]: the vecto
with energy h̄Viso, fuisos$r , 0d, yisos$r , 0dg and its peer
fyp

isos$r , 0d, up
isos$r, 0dg with opposite energy. The operator-

valued components of the operatorL̂ on these vectors are
such thatµ

L̂s$r , 0d
L̂ys$r , 0d

∂
 b̂iso

µ
uisos $r, 0d
yisos$r, 0d

∂
1 b̂

y
iso

µ
y

p
isos$r , 0d

up
isos$r , 0d

∂
1 all other modes. (12)

b̂iso, b̂
y
iso annihilate/create an elementary excitation of th

system with frequencyViso [2,4]. The bosonic commu-
tation relation between̂biso and b̂

y
iso imposes the nor-

malization kuisojuisol 2 kyisojyisol  1. This condition
determinesx  2mViso h̄21kF0jr2jF0l.

For a time dependentvstd the time evolution of
Eq. (12) is obtained from Eqs. (10),(11) with the initia
conditionsCs0d  1, ÙCs0d  2iViso [10]. For a system
initially in thermal equilibrium at temperatureT , the
contribution of the isotropic mode todr at timet is

drisos$r, td  sjuisos$r , tdj2 1 jyisos$r , tdj2d kby
isobisol

1 jyisos$r , tdj2 , (13)

where kby
isobisol  seh̄VisoykBT 2 1d21. We note that a

change indriso is solely due to the time dependence o
uiso, yiso.

The explicit calculation ofdriso requires from Eq. (10)
the evaluation ofhsr, td and z sr , td, and therefore of
F0srd and F

0
0srd. In the Thomas-Fermi regime we get

for F
2
0 s$rd an inverted parabola of spatial extensionr0 

f2mymv2s0dg1y2. Finally, keeping only leading terms in
the limit myh̄vs0d ! `, we get att  0:

drisos$r , 0d 
15
14

m

h̄Viso
F2

0 srd

√
1 2

7
3

r2

r2
0

!2

3

∑
kby

isobisol 1
1
2

∏
, (14)

and at a later timet . 0:

drisos$r , td 
jCstd Ùl0std 2 ÙCstdl0stdj2

V
2
iso

3
drisos $r

l0std , 0d

l
3
0std

. (15)

Using Eq. (15) we investigate the growth ofdrisos$rd for
different time dependent frequenciesvstd:

In [3] the trapping frequency is modulated sinusoidall
with a resonant frequencyVe ø Viso for a finite time

vstd  vs0d f1 1 ´ sinsVetdg s0 , t , ted (16)

and is restored to its initial value fort . te. Therefore the
motion for the scaling factorl0std for t . te conserves
the “breathing energy”

E 
1
2

Ùl2
0 1

v2s0d
3l

3
0

1
1
2

v2s0dl2
0 2

5
6

v2s0d . (17)
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Consequently, the evolution ofl0std for t . te is pe-
riodic, with a period tsEd. A neighboring trajectory
l0std 1 dlstd has a slightly different energyE 1 dE
and will oscillate with a slightly different periodtsE 1

dEd  tsEd 1 t0sEddE, so that its deviation froml0std
will increase linearly in time. In the limitt 2 te ¿ tsEd
we obtain

Cstd ,
t 2 te

tsEd
t0sEd Ùl0std sl̈0C 2 Ùl0

ÙCd sted . (18)

The density in Eq. (15) diverges therefore only quadra
cally with time. For´ ø 1 in Eq. (16), we find thatCstd
scales aś 2, leading to adriso scaling aś 4t2 [11].

We have found that the isotropic mode does not lea
to an exponential instability of the condensate for th
above excitation scenario. To achieve instability in th
mode, the most obvious scenario is a chaotic motion
the scaling factor in Eq. (7) for whichdl; that is,Cstd and
thereforedriso in Eq. (15) will diverge exponentially in
time. In an isotropic trap chaotic motion can be obtaine
by permanentlymodulating the trap frequency with a
strong amplitude, e.g., asvstd  vs0d f1 2 sinsVetdy2g,
with a nonresonant frequencyVe. For Ve  0.917vs0d
a Poincaré section for the motion ofl0std exhibits regions
of stochastic motion [12]. For an evolution timevs0dt 
50 we find from Eq. (15) an increase ofdriso by a factor
of approximately103.

To get a complete understanding of the behavior of th
system one has to take into accountall excitation modes,
as each of them cana priori become unstable. For an
isotropic trap the complete set of modes is specified
the radial quantum numbern and the angular quantum
numbersl, m. We restrict the discussion to modes fo
which the Thomas-Fermi approximation of [9] applies
The eigenfrequencies are then given byVnl  h̄vf2n2 1

2nl 1 3n 1 lg1y2. Up to now we considered only the
isotropic moden  1, l  0 sV10  Visod. To predict
the dynamics of other modes we have to use a differe
approach. The idea is to directly solve the time evolutio
of spinors fustd, ystdg generated byL std from Eq. (3)
using the Thomas-Fermi approximation. First the unita
transform linkingFl to F0 in Eq. (6) is applied tou and
yp. This transforms Eq. (3). In the resulting equatio
the kinetic energy terms cannot be completely neglecte
contrarily to the case of the GPE, but have to be includ
to first order. The detailed calculations will be presente
elsewhere; we give here only the result.

Consider the eigenvectorsunlm, ynlmd of L s0d with
the eigenenergȳhVnl; the evolution of the density of
noncondensed particles in this mode can be obtained fr
the generalization of Eq. (15):

drnlms$r, td 
jCnlstd Ùl0std 2 ÙCnlstdl0stdj2

V
2
nl

3
drnlms $r

l0std , 0d

l
3
0std

, (19)
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whereCnlstd solves the linear equation

C̈nlstd  2

"
v2std 1

V
2
nl 2 v2s0d

l
5
0std

#
Cnlstd (20)

with the initial conditionsCnls0d  1, ÙCnls0d  2iVnl .
The initial density drnlmst  0d is obtained from
sunlm, ynlmd in a way analogous to Eq. (13). Note
that Eqs. (19) and (20) reduce to Eqs. (15) and (1
for the moden  1, l  0. The modesn  0, l  1,
with V01  vs0d are the excitations of the center of
mass motion; this is why Eq. (20) then reduces to th
motion of a particle in the harmonic trap. Equation (20
involves only the eigenfrequency of the mode, not it
spatial dependence; in consequence, modes with the sa
frequency exhibit the same stability behavior [13].

The degree of instability ofCnl in Eq. (20) is quanti-
fied by a Liapunov exponentsnl , such thatCnl diverges
as expssnltd whent ! `; the case of a polynomial diver-
gence in time leads tosnl  0. For a time dependent
trapping frequencyvstd equal to its initial valuevs0d
for all t . te, we determine numericallysnl as a func-
tion of the breathing energyE defined in Eq. (17) for
t . te. The result is shown in Fig. 1. For smallE none
of the modes are unstable. For large enoughE several
modes are unstable, the modes with the larger Liapun
exponents beingn  0, l  6. At the onset of instability
the local condensate velocityys$rd  r Ùl0yl0 reaches a
maximal value,vs0dr0 which is close to the sound ve-
locity c  vs0dr0y

p
2 at $r  0, t  0.

In Fig. 2 we showdr for different times withvstd
varying as in Eq. (16); we neglect the contribution
of modes with energy higher thanm, for which the

FIG. 1. For the evolutionafter the excitation phaseft .
te, vstd  vs0dg Liapunov exponent as a function of the
breathing energyE for the modes of frequencyvs0dq1y2, q
integer ranging from 1 to 20 corresponding to modessn, ld
with 2n2 1 2nl 1 3n 1 l  q. The values ofq leading to
a nonvanishing Liapunov exponent are indicated in the figur
The only modes corresponding toq  6 are those withn 
0, l  6.
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FIG. 2. For a sinusoidal modulation ofvstd for five cycles
[Ve  51y2vs0d, te  10pyVe, ´  0.15, leading to E .
3v2s0d], density of noncondensed particles at various time
for the initial temperaturekBT  10h̄vs0d andm  20h̄vs0d.
The unit of length is r0l0std, the spatial radius of the
condensate at timet.

Thomas-Fermi approximation does not apply. In the
long time limit, the dominant contribution comes from
the modesn  0, l  6; as these are surface modes, they
lead to a peak in the density of noncondensed particle
close to the boundary of the condensate [14].

The above calculations can be extended to th
anisotropic traps of [1]. The key property that we have
used indeed is the existence of a scaling and gaug
transform generating the evolution of the condensat
wave function in the Thomas-Fermi limit. This property
holds for harmonic traps with fixed eigenaxes [7,8].

In conclusion, we have identified experimentally ac-
cessible regimes where the motion of the condensate
unstable. This instability leads to an exponentially fas
depletion of the condensate; as mainly surface modes
the condensate are then populated, this may result in o
servable changes of the spatial density of the particles.

We are grateful to M. Lewenstein, Ch. Miniatura, and
M. Holzmann for useful discussions.
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