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Elastic light scattering has been used to measure the time evolution of the power spectrum of the
surface morphology of strained InGaAs layers during growth. From a combination of fixed scattering
angle measurements during growth and variable scattering angle measurements after growth, we are
able to determine both the time and spatial frequency dependence of the power spectral density
during relaxation of the strained films via misfit dislocations. The data are fit with an Edwards-
Wilkinson model, for which the surface morphology is driven by inhomogeneous surface strains.
[S0031-9007(97)03924-0]

PACS numbers: 68.55.Jk, 61.16.Ch, 78.35.+c, 81.15.Hi
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Computer simulations and analytical theory have c
tributed greatly to our understanding of the dynamical
havior of surface morphology during thin film growth
Experimental studies have been less definitive howe
For example, the general form of the equations t
describe surface morphology in the continuum limit
known from theory [1], yet experimental tests of the
theories have tended to be limited to studies of the sca
relations for the interface width. The systems for whi
thin film growth is best understood are single crystal se
conductor films of Si, SiGe, and III-V semiconducto
[2–5]. In this paper we use laser light scattering (LL
to explore the dynamics of surface morphology in o
of these systems, namely, strained InGaAs on GaAs,
compare the results with the predictions of the continu
growth models.

Electron diffraction techniques, which are the mo
commonly used surface structure probes, are not sens
to the large scale structures of interest in studies of m
phology in the continuum limit, due to the short coheren
length of the electrons. Laser light scattering does
have this problem. For the mirrorlike substrates used
crystal growth experiments, LLS can detect atomic-sc
changes in the surface height on lateral length scales c
parable to an optical wavelength [6]. In addition to bei
highly sensitive, LLS is well suited toin situ measure-
ments during growth [6,7]. A potential problem is th
light scattering is sensitive to particles and point defe
on the surface, which are difficult to distinguish fro
the scattering due to the surface morphology. Howev
by comparing light scattering results with atomic for
microscope (AFM) measurements, we have found t
LLS provides reliable quantitative morphology inform
tion [8]. In addition, the scattering considered in this p
per is highly anisotropic, indicating that it is dominate
by the crosshatched morphology of the surface and no
the isotropic scattering expected from particles.

Light scattering measurements were carried out in
VG V80H molecular beam epitaxy (MBE) chamber [6
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with a 27 mW, 488 nmAr1 laser incident normal to
the substrate. The diffusely scattered light was detec
simultaneously at 25± and 55± from the surface normal.
The sample orientation was fixed during growth suc
that the plane of scattering defined by the detector po
coincided with thef110g direction in the plane of the
substrate surface. For this geometry the scattered li
is sensitive to surface height fluctuations along thef110g
direction with spatial frequenciesq of 5.4 and 10.5mm21

for the ports at 25± and 55±, respectively. The incident
laser beam spot was about 2 mm in diameter on t
surface of the sample and was located at a position w
no defects or particles visible in the laser spot.

The as-received (001)-orienteds60.5±d GaAs sub-
strates were cleaned by exposure to uv ozone for 5 min
a laminar flow hood followed by thermal desorption of th
surface oxide under an arsenic overpressure in the M
growth chamber. A 1mm thick GaAs buffer layer was
grown at 590±C at a growth rate of 1mmyh. Before ter-
mination of the buffer layer growth the substrate temper
ture was ramped down to 490±C for the InGaAs growth.
The As2 to Ga flux ratio was 3.5:1 and these fluxe
were held constant throughout growth of the GaAs a
InGaAs layers. In order to preserve the surface mo
phology for ex situ measurements, the substrate hea
power was turned off immediately after growth. Thi
procedure causes the substrate temperature to drop
low 300±C within 5 min by radiative cooling to the liquid
nitrogen cryoshroud, as measured by diffuse reflectan
spectroscopy [9]. The scattered light signal was found
remain stable during the quench.

In Fig. 1(a) we show a50 3 50 mm2 AFM image
of a 250 nm thick In0.18Ga0.82As film. This image
shows the well-knownk110l crosshatch pattern which
is observed in relaxed InGaAs films. We note that th
ridges which make up the crosshatch pattern are 1
3 nm high, which is considerably higher than the atomi
size steps one would expect from slip alongk111l planes
associated with individual misfit dislocations. Thes
© 1997 The American Physical Society
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FIG. 1. (a) AFM image of a 250 nm thick InGaAs film, with
a 5 nm vertical gray scale and (b) power spectrum calcula
from the AFM image, where the gray scale represents
logarithm of the PSD at each spatial frequencyq. The axes
for the PSD are oriented approximately alongk001l directions
and span aq range of616 mm21 (q ­ 0 at origin). The white
crosses show the spatial frequencies monitored in Fig. 2.

ridges are believed to be caused by surface diffusion
response to the inhomogeneous strain associated with
misfit dislocations [5,7,10]. The two-dimensional pow
spectrum obtained by Fourier transforming the image d
is shown in Fig. 1(b). Thek110l cross pattern in the
power spectral density (PSD) means that the scatte
light intensity, which is proportional to the PSD o
the surface height [11], should be concentrated in t
orthogonal directions parallel to thek110l crystal axes.
There is an angular spread in the cross pattern due
distortion in the AFM scan; however, the correspondi
scattering lines are one dimensional (1D), with a wid
determined by the divergence of the laser beam. To de
the light scattered in these directions during growth, it
critical to align the scattering planes accurately along
k110l directions in the substrate at the beginning of t
experiment.

In addition to the 1D roughness associated with t
crosshatch pattern there is a 2D background roughn
consisting of mounds elongated along thef110g direction,
which produces the oval-shaped intensity distribution
the power spectrum, elongated alongf110g. The rms value
of this background roughness is 1 nm. The mounds
velop during growth of the GaAs buffer layer [3] and pe
sist during growth of the InGaAs layer. The elliptica
shape of mounds reflects the asymmetry in surface di
sion in the twok110l directions on GaAs [12].

The scattered light intensity during growth of a strain
InGaAs film is shown in Fig. 2. The detected light signa
probe lateral length scaless2pyqd of 1.2 and 0.6mm
in the crystal surface. The background scattering sig
(about 10% of the peak intensity) associated with t
residual 2D roughness of the GaAs buffer layer has b
subtracted from both curves. This is the 2D scatter
which falls into the solid angle of the detector along wi
the 1D scattering. There is a sharp increase in scatte
along thef110g direction when the film is about 40 nm
thick. Ex situ structural analyses on these films show
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FIG. 2. In situ light scattering measurements (solid lines)
surface roughness atq ­ 5.4 and 10.5mm21 during growth of
an InGaAs film, and calculated time evolution of the 1D PS
(dotted lines).

that the surface roughening coincides with the formati
of misfit dislocations [6].

The f110g 1D power spectra determined fromex situ
light scattering are shown in Fig. 3. The PSD as a funct
of q is proportional to the scattered light intensity as
function of 2pfsinui 2 sinusgyl, where ui and us are
the incident and scattering angles, respectively [11]. He
a 632 nm HeNe laser was incident on the sample at±

FIG. 3. Ex situ LLS (solid symbols) and model data (solid
lines) for the 1D PSD of three InGaAs films with differen
thicknesses above the critical thickness. The correspond
in situ data from Fig. 2 are shown for reference (open symbo
The ex situ data for the 250, 83, and 58 nm thick film
have been scaled by factors1y4.5, 1.5, and 4.5, respectively
to match thein situ measurements. Inset: AFM and LLS
measurements (unscaled) of the PSD of the 250 nm thick fi
plotted on the same scale.
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from the normal. The scattered light was detected
the plane of incidence at backscattering angles rang
from 12± to 110± away from the specularly reflected ligh
corresponding to spatial frequencies from 1 to 16mm21.
The signal measured alongf100g, which is representative
of the 2D background, was subtracted from thef110g
data in order to isolate the 1D component of the surf
roughness from the 2D component which falls within t
detector solid angle. The 1D PSD obtained in this w
agrees quantitatively with that determined from Four
transforms of AFM data [8], as shown in the inset of Fig.

The three sets of data in Fig. 3 were taken from film
grown to different thicknesses under nominally the sa
conditions. Theex situdata showed a different thicknes
dependence than thein situ measurements in Fig. 2. Sys
tematic errors in theex situmeasurements could be caus
by differences in the samples due to imperfect run-to-
control over growth parameters. We believe that the m
surements during growth of one sample are a more
liable measure of the thickness dependence of the P
than measurements on several different films after grow
Similarly, theq dependence obtained from theex situmea-
surements with one detector is more reliable than theq de-
pendence obtained from measurements at different p
during growth. This is due mainly to variabilities in th
in situ optical alignment and window coating (perisco
ports were used to minimize coating) which we estim
can change the optical throughput by a factor of 2 or mo

Accordingly, the relative magnitudes of thein situ sig-
nals measured at two different optical ports in Fig. 2 we
scaled by a factor of 1.7 to match theq dependence ob
tained ex situ on the 58 nm thick film (solid circles in
Fig. 3). Similarly, theex situ data for different thick-
nesses were scaled to match thein situ thickness depen
dence measured atq ­ 5.4 mm21. The open symbols a
5.4 and 10mm21 in Fig. 3 indicate the relative intensitie
obtained from measurements during growth. The ag
ment between the open and solid symbols at 5.4mm21 is
simply due to the fact that theq dependence is normalize
to the open symbols at this point; however, the agreem
at 10.5mm21 (triangle and square) is not due to norma
ization and is an indication of the internal consistency
the data.

During relaxation of these compressively strained film
60± misfit dislocations (Burgers vector­ ay2k101l) form
at the substrate/epilayer interface with slip alongh111j
planes which intersect the interface alongk110l directions.
The surface roughening in the relaxed films occurs alo
two orthogonalk110l directions due to surface migratio
in response to the inhomogeneous strain field at
1700
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surface from the dislocation array. Roughening in the t
directions is assumed to be independent and we neg
the contribution from the atomic steps produced where
slip planes intersect the surface. Plan view transmiss
electron microscopy (TEM) measurements on these fi
showed visually randomk110l misfit dislocations whose
density was consistent with the film relaxation inferre
from x-ray diffraction, to within a factor of 2 [13].

For an atom diffusing on the surface of a strained fil
the change in the chemical potentialmsx, td produced by
the local strain field́ sx, td at positionx and timet can be
linearized as follows:

msx, td ø
YV

2
f2´2std 1 2´stdf 1 2´stdd´sx, tdg , (1)

where the local deviation in the strain fieldd´sx, td is
assumed to be small compared to the average strain´std.
Y is the biaxial modulus,V is the volume of the unit
cell and f is the initial in-plane strain due to the lattic
mismatch. The contribution of shear strain produced
the mixed screw/edge dislocations is of ordersd´d2 and is
neglected. The following equation can be used to desc
the time evolution of the surface height distributio
hsx, td [1]:

≠hsx, td
≠t

2 n=2hsx, td ­
VDnY

kT
´std=2d´sx, td , (2)

where we have included a surface-gradient-driven curr
equal to n=h. We take n . 0 which ensures stable
growth [1]. D is the surface diffusion coefficient, andn
is the concentration of diffusing atoms. The contributi
of the elastic strain to the chemical potential is include
and the contribution of the surface curvature is neglect
To include the curvature one would need to add a=4h
term to Eq. (2) [14]. d´sx, td is determined by summing
the contributions to the surface strain atx from all
dislocations present at the interface at timet neglecting
interactions between dislocations. The strain field´1sx, zd
at the surface due to a single interfacial misfit wi
Burgers vectorb, located atx ­ 0, z ­ 0, is [5]

´1sxd ­ 2
bz
p

sx2 2
p

2 xzd
sx2 1 z2d2

,
b
2

e2zjqjszjqj 2 1 1 i
p

2 zjqjd , (3)

where, denotes Fourier transform,q is the spatial fre-
quency, andz is the film thickness. We assume that th
dislocations in the 1D array are randomly distributed w
average linear densityrstd. In this case the Fourier trans
form of d´sx, td is d̂´sq, td ­

p
2rstd ˆ́ 1sq, zd. Solving

the Fourier transform of Eq. (2) we find
e

ĥsq, z 1 zrd ­ Aq2e2nq2zyg
Z zyzr21

0
enq2z zr yg´r1y2 ˆ́ 1sssq, zrsz 1 1dddd dz , (4)

whereA ­ s
p

2 zrV2DnY dysgkT d, g is the growth rate, andzr is the thickness at which the film begins to relax. W
have used a1yz dependence for the residual strain abovezr : ´szd ­ sfzr dyz, wherez ­ gt. This is equivalent to the
Matthews-Blakeslee model [15] if a logarithmic term is neglected, and is consistent with recentin situ measurements of
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strain in this system [16]. The average dislocation dens
rszd is linearly related to the relieved strain through th
in-plane component of the Burgers vector:r ­ 2sf 2

´ dyb; for z , zr , r ­ 0.
The PSD obtained by integrating Eq. (4) numerically

fitted to the time-dependent light scattering data in Fig.
using the experimental growth rates1 mmyhd and lattice
mismatch sf ­ 0.013d. In addition to the constantA,
the calculated curves have two fitting parameters, nam
n ­ 1.4 3 10212 cm2ys and zr ­ 40 nm. The same
parameter values lead to the fits to theq-dependent data
shown in Fig. 3.

The film thickness for maximum roughness and relat
amplitudes of the surface roughness at different spatial
quencies calculated from the model approximately ma
the in situ measurements in Fig. 2. The model predic
that the roughness goes to zero faster for thick films tha
observed experimentally, particularly at high spatial fr
quencies. This may be due to complicated dislocat
structures not considered in the model, such as pileu
which are believed to act in the later stages of relaxat
[7]. The fittedzr is 4 times the Matthews-Blakeslee crit
cal thickness. This is due to kinetic constraints on the
cleation of misfits which cause the experimental critic
thickness measured during growth to exceed the equ
rium value, in agreement with others [7,16]. The sm
continuous increase in roughening belowzr in the experi-
ment may be due to substrate threading dislocations be
ing over. Substantial strain relaxation does not occur u
the film thickness exceeds the equilibrium critical thic
ness sufficiently to cause nucleation of large numbers
dislocations.

The calculatedq dependence of the surface roughne
agrees remarkably well with theq-dependent light scat-
tering data in Fig. 3. The model shows the same tre
with thickness as the experiment, with the same ris
slope and a peak in the PSD at roughly 5mm21 for the
thickest film. The roughness develops first at high s
tial frequencies. This is expected because the surface
pography will develop more rapidly at short length sca
where a smaller amount of material needs to be tra
ported a shorter distance to create the same amplitud
the surface. The high frequency roughness decrease
large thicknesses because the high frequency conten
the surface strain field drops as the distance from the
terface increases.

Run-to-run variations inn due to small differences in
composition, substrate off-cut, temperature, etc., hav
larger effect on the amplitude of the PSDs~ n22d than
on the peak position (~ n21y2 approximately). Thus a
factor of 2 decrease inn could explain the scale facto
for the thickest film in Fig. 3, and shift the peak positio
from 5 to 7 mm21, in agreement with the data. Furthe
experiments are needed to find out hown depends on
growth conditions.

In conclusion, we have used light scattering to obta
quantitative information on surface morphology durin
ty
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film growth, and not just relative values of surfac
roughness. This work is the first example of an expe
ment in which the predictions of a continuum growt
equation have been compared with the time and spa
frequency dependence of the surface morphology o
growing film. For strained InGaAs on GaAs we fin
good agreement with the simplest equation, namely
Edwards-Wilkinson (EW) equation, in the 2–12mm21

spatial frequency range. STM studies have shown t
MBE GaAs growth is unstable, in which case the EW
equation should not be applicable. The good fit with th
EW equation in the present case suggests that InGa
growth is stable under our growth conditions.
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