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Tilting Instability and Other Anomalies in the Flux Lattice in Some Magnetic Superconductors
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The flux-line lattice in the compound ErNi2B2C, which has a tendency to ferromagnetic order in
the a-b plane, is studied with the external magnetic field direction close to thec axis. We show the
existence of an instability, where the direction of flux lines spontaneously tilts away from that of the
applied field as a prelude to the onset of ferromagnetic order and the predicted spontaneous vortex
phase. This tilting instability is accompanied by a decreasing longitudinal correlation length of the flux
lattice, as observed. [S0031-9007(97)03101-3]

PACS numbers: 74.20.De, 74.25.Ha
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Recently, it was discovered that the flux-line lattice o
the anisotropic magnetic superconductor ErNi2B2C has
very unusual properties. In small angle neutron scatteri
experiments it was observed that, for applied magne
field $H at an angleua , 1.6± away from thec axis,
the average direction of the flux-line lattice is rotate
away from the angle of the applied field towards thea-b
plane. The angleDu between the two increases rapidly a
low temperature [1]. The FWHM of the rocking curve
sm which measures the longitudinal correlation lengt
jL of vortex lines along their length is also found to
increase sharply at low temperature, with qualitativel
similar temperature dependence as the angleDu [1].

It is also observed that ErNi2B2C has a tendency to
develop weak ferromagnetic order at low temperatur
T # 2.3 K [2,3]. Such a transition cannot occur with
a uniform superconductive state preserved [4–8]. In
previous paper [5] we have suggested that a spontane
vortex phase occurs in this material in the ferromagnet
state. The magnetic properties of the material can
described by the Ginsburg-Landau (GL) free energ
functional [5],
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where $B ­ = 3 $A, $M is magnetization, andc is the su-
perconducting order parameter. The magnetic compone
$M is found to be strongly anisotropic in ErNi2B2C, where

magnetization $M resides essentially only along the in-
plane easy axis in (100) and (010) directions [2]. W
have shown that the unusual in-plane magnetic respon
of the compound can be explained using the GL fun
tional (1) [4]. In this paper we shall study the out-of-plan
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magnetic responses of ErNi2B2C using the same GL func-
tional (1). We shall assume that the magnetization$M lies
only on thea-b plane and shall consider the applied mag
netic field making small angleua with the c axis. The
in-plane anisotropy of the magnetic component is not i
cluded in the GL functional (1) but shall be considere
later to understand the square vortex lattice structure.

The competition between magnetism and supercond
tivity appears in Eq. (1) as a Meissner effect of the supe
conducting component towards the internal magnetic fie
produced by the magnetic component$B ­ 4p $M. For
systems with superconducting transition temperatureTc

higher than the magnetic transition temperatureTm, the
magnetic transition is suppressed. However, the syst
may go through a second order phase transition to a s
ral phase or a first order transition to a spontaneous v
tex phase at a slightly lower temperatureTs , Tm [5–8].
We shall concentrate on the temperature regionT . Tssmd
in this paper and shall study changes in the magnetic
sponse of the system asT ! Tssmd. In this temperature
range,M is small and we can neglect theM4 term in the
GL functional. The qualitative behavior of the system
this temperature range can be most easily understood
considering the London limit, wherec ­ const, and ne-
glecting thej= $Mj2 term inF [4].

Writing $B ­ $Bc 1 $Bab, where $Bc and $Bab are the
magnetic field along thec direction and on thea-b plane,
respectively, we obtain, after minimizingF with respect
to $M and $A, $M ­ $Babya, and $A ­ l

2
0= 3 $B0, where

$B0
z ­ $Bz, and $B0

ab ­ s1 2 4pyad $Bab . Putting $M and $A
back intoF, we obtain
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where l
2
0 ­ mc2y8pe2jcj2 is the London penetration

depth for the “pure” superconducting component.a is
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a decreasing function of temperature, and the magne
transition (in the absence of a superconducting comp
nent) occurs atasTmd ­ 4p. Notice that, for the mag-
netic field in thea-b plane, the presence of a magneti
component reduces the overall cost in magnetic ener
of the pure superconductor by a factors1 2 4pyad and
also reduces the London penetration depth froml0 to
l ­ s

p
1 2 4pya dl0 [4].

To study the magnetic response, we first consider
single vortex line solution in the London limit using
Eq. (2). We shall assume that the vortex line is located
thea-c plane and makes a small angleuy with thec axis.
Minimizing the free energy, we obtain

l2
0s= 3 = 3 $B0d 1 $B ­ n̂F0ds yddsx 2 z tanuyd , (3)

wherenx ­ sinuy , ny ­ 0, andnz ­ cosuy. F0 is the
magnetic flux quantum. The equation can be furth
simplified by using the vector identity= 3 = 3 $B0 ­
=s= ? $B0d 2 =2 $B0 and the Maxwell equation= ? $B ­ 0.
For small angleuy, after some algebra and transformin
to momentum space, we obtain to orderOsu2

yd,
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The various terms in Eq. (4) can be understood
follows: In the absence of the magnetic componentsa !

`d, only Bzs $qd and the first term inBxs $qd are nonzero and
represent the magnetic field of a vortex line tilted awa
from thec axis on thea-c plane with small angleuy. In
the presence of the magnetic component on thea-b plane,
the magnetic response becomes anisotropic, leading t
difference in the penetration depth inc anda-b directions
(l0 and l, respectively) and a distortion of the vortex
core, where a small net magnetization in thea direction
is induced. As a result, a small magnetic dipolar field
induced in thea-b plane which is represented byBy and
the second term ofBx. The energy of the single vortex
line e1 can be computed using Eqs. (2) and (4). In th
limit s1 2 4pyad ø 1, we obtain to orderu2

y,

e1 ­ e0s1 1 a1u2
yd , (5a)

where
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wherej is the superconductor coherence length ande0 ,
sF2

0y4pl
2
0d lnsl0yjd is the vortex line energy whenuy ­

0. The first term ina1 comes from the induced magnetic
moment in the vortex core and from the correspondin
dipolar field. This term is positive; the other correctio
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terms are negative and represent the lowering in ener
from the magnetic component when the magnetic field
in thea-b plane [4]. A similar analysis can also be made
when thej= $Mj2 term is included in the GL functional.
We find that the qualitative behavior of the vortex solution
is not modified, except that the divergence inl21 as
T ! Tm is removed once thej= $Mj2 term is included.
In particular, the London penetration depth saturates
a value of orderl , sl0jmd1y2 asT ! Ts for transition
to the spiral state [4], wherejm , g2ya is the coherence
length of the magnetic component.

In the limit H , Hc1, where the density of vortices is
low and interaction between vortices can be neglected, w
may studyuy as a function of the angle of applied field
to thec axis, ua, using Eqs. (5a) and (5b). Consider the
Gibb’s energy functional,

G ­ F 2
Z

d3r
$B ? $H
4p

,

where $H is the applied field and the total magnetic field$B
is obtained by minimizingG with respect to$B. For small
angleua anduy, Gibb’s energy per unit volume is
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Minimizing G with respect touy, we obtain
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ua

f1 1 2a1sHc1yHdg
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and
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where Hc1 ­ 4pe0yF0 is the lower critical field when
the external field is along thec axis sua ­ 0d. Notice
that uy . ua when a1 , 0. This may occur whenlyj

is small enough, i.e., when the superconductor is no
too strongly type-II and when the system is close to th
magnetic instability pointT ! Ts.

The above analysis can be easily extended to th
intermediate density regimeH , several Hc1, where
the density of vortices is of orders2pl

2
0d21 and the

magnetic field $B is already more or less uniform in
the superconductor. This is the regime of experiment
interests [1]. The magnetic field$B in this case can be
calculated using Eq. (3), except that the right hand sid
of the equation is replaced bŷnF0

P
$Rn

ds y 2 Ynddsx 2

Xn 2 z tanuyd, where $Rn are the positions of the vortices
in the vortex lattice. Following procedures similar to
above (see also Ref. [9] for details), we obtain in the sma
ua limit,
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whereHc2 , F0ys2pj2d is the upper critical field. Ne-
glecting logarithmic corrections, we obtain, after minimiz
ing G with respect toB and uy , B , H 2 Hc1 1 B0u2

y

and

uy ,
ua

s1 2
4p

a d 1
Hc1

H s 4p

a 1 2a1d
, (8a)

where Bo , s4pyad s1 2 2pyadH for H ¿ Hc1 and
the angle-dependent magnetizationMsuad is

Msuad ­
B 2 H

4p
,

B0u2
y 2 Hc1

4p
. (8b)

Notice howuy is enhanced by the magnetic compone
in this case. In particular,uy is always larger thanua for
H ¿ Hc1 and diverges at low temperatureT # Tm, in
contrast to the low density limit whereuy may be smaller
than ua and is larger only when sufficiently close to th
magnetic instability. Physically, the instability indicate
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a magnetic transition where spontaneous magnetizat
along thea or b directions appears in the system at a lo
enough temperature, leading to a magnetic-field-assis
spontaneous vortex phase [4], where the vortex lattice t
spontaneously from thec axis below critical temperature,

Tsv , Tm 2
4p

a0

Hc1

H
s1 1 2a1d .

Herea0 ­ daydT . Direct observation of this transition
using neutron scattering or magnetic imaging techniqu
is suggested.

We now consider the caseua ­ 0 and study thermal
fluctuations in positions of vortex lines along thec
direction in the intermediate density regime. We consid
the model free energyFN for N vortex lines in a sample
of thicknessL, defined by their trajectoriesf$rjszdg as they
traverse through a sample with an external magnetic fie
along thez axis,
FN ­
1
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whereVDf$rszdg is a random pinning potential for vorte
lines andV srd , e0K0sryl0d is the interaction potentia
between vortex lines. In the following, we shall repla
VDs$rd by the average pinning potential VDf$rjszdg ,
k0s$rj 2 $Rjd2y2, where $Rj are sites on the flux lattice
We shall also expand the interaction potential around
minimum pointV srd , e0srydd2, whered , sF0yBd1y2

is the distance between the vortex lattice sites. N
that d $rjszdydz , uys$rjd in our analysis and the first two
terms in Eq. (9) come from terms proportional tou2

y in
the Gibb’s energy (7). The tilt moduluset1 is chosen
such that, when alluys$rjd’s are equal, the energy i
given by Eq. (7). etsrd can be extracted from the fre
energy G of a flux-line lattice configuration, where a
but one of the flux lines have the angleuys $rjd ­ 0.
The field configuration in this case can be calcula
from an appropriate combination of Eq. (4) and the fie
configuration leading to Eq. (7) withu ­ 0. We shall
assume that the flux lines form a square lattice and re
only the nearest neighbor terms in the sumi fi j in
computingetsrd. The qualitative properties ofFN do not
depend sensitively on this approximation. We also ign
the ordinary contribution to the tilt moduli expressing t
effect of increased line length, as it is negligible compa
to the effects we are interested in. We obtain
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where we have neglected the logarithmic correction te
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Notice thatuyyua ­ sHyHc1d se0yet1d. Notice also that,
at low temperatureT # Tm, et1 is a decreasing function
of vortex density. In particular,et1 ! 0 at the sponta-
neous vortex phase transition temperatureT ! Tsv .

The thermodynamic properties ofFN can be obtained
rather easily by observing that the variablez can be
treated as an imaginary time and the model can be mapp
into a quantum mechanical problem of coupled harmoni
oscillators on a square lattice with̄h ! T [10]. The
Hamiltonian of our effective quantum mechanical system
is in Fourier space,

H ­
X
m,$k

1

2ms $kd
Pms $kdPms2 $kd

1
X
m,$k

ms $kdvs $kd2

2
Xms$kdXms2 $kd , (11)

where Xms$kd ­ N21y2
P

i e2i $k? $Ri rim, m ­ x̂, ŷ, and
Pms $kd ­ 2iT≠y≠Xms $kd is the canonical momentum
conjugate toXms$kd. The momentum dependent mass
ms $kd and frequencyvs $kd are

ms $kd ­ et1 1 4et2gs$kd ,

and

vs $kd ­

vuutk0 1 4 e0

d2 gs $kd

ms$kd
,
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wheregs $kd ­ sin2skxdy2d 1 sin2skydy2d. The thermo-
dynamic properties of the flux-line lattice can be obtaine
easily from (11). We obtain

kXms $k, zdXns $k, z0dl ­ dmn

T

2ms $kdvs $kd
e2vs $kdjz2z0j ,

and

kr2l ­
1
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X
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Tdp
sk0d2det2 1 e0et1

,

(12)

wherekr2l is the mean square displacement of flux line
from their equilibrium positions andk0d2 , average
pinning energy of the vortex lines per unit length
Note that kr2l remains finite whenet1 ! 0 as long
as there is a finite pinning strength for the flux-line
lattice. The longitudinal correlation length measured i
the neutron scattering experiment isjL , vs$k ! 0d21 ,p

et1yk0, and sm , dyjL, which diverges asset1d21y2

as the instability towards the spontaneous vortex pha
is approached. In particular, we obtain a scaling relatio
betweensm anduyyua,
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m

µ
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∂
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µ
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∂ µ
k0d2
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∂
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While Eqs. (8a), (8b), and (13) are in good agreeme
with the existing data in Ref. [1], data over a range o
fields and lower temperatures are required to test t
theory. Notice that our theory for thermal fluctuations i
essentially a Gaussian theory and Eqs. (8a), (8b), and (1
are essentially mean-field results. Deviation from mea
field behavior is expected at temperatures very close
the transition temperatureTsv when the system is in the
critical regime. We have estimated the size of the critic
regime using the specific heat obtained from our theor
and find that the critical regime is given by

t #

µ
k0d2

e0

∂1y3µ 1
d3DC

∂2y3

,
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wheret ­ j1 2 TyTsv j andDC is the specific heat jump
across the transition in mean-field theory. The size o
the critical regime is expected to be very small at th
intermediate density of vorticesd , l0.

In conclusion, the analysis of this paper and compariso
with the results in Ref. [1] strengthen the conclusion
arrived at earlier that a spontaneous vortex phase
formed in ErNi2B2C. Neutron scattering experiments or
other imaging techniques below 2 K are urged in order t
look for this phase.
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