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A dispersion curve for Rayleigh-Taylor growth rates in the linear regime has been measured in
planar CH; laser-driven foils. The foils were ablatively accelerated with a single, smoothed, frequency-
doubled beam of the Nova laser7tx 10" W/cn? (giving an acceleration 6§0 um/ns’). Measured
growth rates were about 50% of the classical values. Growth rates simulated with the computer code
LASNEX were ~18% higher than measured values. [S0031-9007(97)03035-4]

PACS numbers: 52.35.Py, 52.65.Ff, 52.70.—-m

Understanding and controlling the Rayleigh-Taylor (RT)a temporal skew of 110 ps to the pulse front. The beam
instability has long been recognized as a critical issue fowas split into nine segments, each independently steered in
the success of inertially confined fusion [1—3], particularlyspace with a glass wedge to form a flat-topped spatial in-
for implosions in which the capsule is driven directly tensity distribution 8% over700 xm). The drive pulse
with laser light. Capsules are now being designed [4—6jvas a linear 1 ns ramp to an intensity7of 10'3 W/cn?,
in which ignition and gain are predicted using lasers offollowed by constant intensity at this level for 2 ns. Atypi-
about 2 MJ such as the National Ignition Facility. Onecal measured drive pulse is shown in Fig. 2. The shock
of the keys to evaluating such a design is the ability toreached the back surface of th@ wm thick foil at about
accurately predict RT growth at the ablation surface, wher@.7 ns after the start of the laser pulse. The foil then ac-
modulations are predicted in a linear analysis to grow bycelerated at aboui0 um/ng, allowing for 2 ns of con-
factors of one to several thousand. Since RT growth irstant acceleration to study Rayleigh-Taylor (RT) growth.
the linear regime is exponential, errors in the predicteduring the acceleration the foil is predicted to decompress
growth rates of 20% will result in errors in growth of 1-2 somewhat. We simulated these experiments with the two-
e-foldings. An experimental investigation of the ability to dimensional radiation hydrodynamics codesNEX [13].
model RT growth at an ablating interface over a significaniThe simulated peak density vs time is also shown in Fig. 2.
range of wavelengths is essential to the correct design dh Ref. [7] we determined that ouwAsSNEX simulations
ignition capsules. Several such measurements have beearrectly predicted the acceleration and shock transit time
made [7-10], but all used large initial amplitudes andof a foil driven with this laser configuration.
rapidly entered the nonlinear regime where the amplitude
is greater than 10% of the wavelength. In this regime
the growth rate decreases from exponential to secular
(saturates). Our goal in these experiments was to use
small initial amplitudes to observe sufficient growth in the

linear regime to determine growth rates for quantitative Filter (Be)
. . . Support washer
comparison with modeling. )
] " et Modulated CH2 foil,

In our experiment we used one beam of the Nova laser = thickness ~20 um
at 0.53 um wavelength to accelera) um thick CH, ase -
foils (initigl density0.959/c_m3) as shown_ in Fig. 1. The Drive laser beam, | ~ 1014
plastic foils each had a single mode sinusoidal modula- W/em2, 1 THz SSD
tion molded on the driven side, with wavelengths of 20, Gated pinhole
30, 50, or70 um, and initial amplitudes between 0.1 and eamera
1.0 um. We chose initial amplitudes at each wavelength
to minimize the uncertainty in the growth rate determina-
tion (mostly due to instrument noise limiting the minimum

m'(;:r?surablg amp:]ltude).l tT heRgrl'IDve Iiser évas STO?tg.eEIG. 1. Experimental setup with typical radiographstat
with a random phase plate ( ) [11] and spectra 1512 ns (left) and2.1 ns (right). Initial surface modulations with

persion [12] (SSD), with about 0.9 THz bandwidth. A ) =30 um are visible. Imprint of the smoothed laser beam
diffraction grating gave).086 urad/THz dispersion and is also visible as horizontal streaks.

Backlighter target (uranium)
Laser beam for backlighter

750 um
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FIG. 2. Typical measured laser power history and simulated=IG. 3. Vertical profile of the image at= 2.1 ns in Fig. 1
foil peak density vs time. Amplitude modulations in the laser (after processing).
pulse are a consequence of the bandwidth on the pulse.

We measured the areal density modulations on the foil§rode effects could lead to saturation of the surface mode
by conventional x-ray backlighting using a gated pinholeat a lower amplitude than expected [17]. We estimate the
camera with8 um spatial and 100 ps temporal resolution onset of nonlinear multimode saturation, according to the
[14], providing up to 12 frames per shot with arbitrary Haan model [18], by comparing.p.., the quadrature sum
time spacing. The x-ray backlighter [15] was a uraniumof the amplitudes withint0.4k (k = 27/A) of the sur-
disk illuminated by a secon@.53 um wavelength Nova face mode, with 10%\. The amplitudes are converted
beam (smoothed with a RPP) at ab6éux 10'* W/cn?,  from optical depth to spatial amplitudes by assuming cold
giving a broad spectrum peaked atl keV. The foil  opacity (one optical depth at solid density corresponds to
was shielded from the backlighter witt2.7 um Be to 20 um of material), and assuming that the density is the
eliminate any effect of the low energy backlighter x-rays.peak compressed density at the frame time. The imprinted
Typical radiographs for a foil with modulation wavelength spectrum does not appear to significantly accelerate the
A = 30 um and initial amplituden, = 0.25 um atr =  onset of nonlinearity in any of our data, singg,. is less
1.2 and 2.1 ns are shown in Fig. 1. than 10%A in all cases.

Each image was analyzed by converting film density to The growth rates obtained from the exponential fits to
exposure, extracting a square region, dividing by a seconhe data at each wavelength were averaged, and the result-
degree polynomial fit to remove the spatial nonuniformitying growth rates are plotted vs wavelength in Fig. 5. The
of the backlighter, and filtering out high frequency noiseerror bars represent the standard deviation of the mean of
(spatial wavelength less thd® wm) with a Wiener filter  the data set for the cases with multiple measurements. For
[16]. The negative of the natural logarithm of the resultthe 20 um data with only one measurement the error bar
is optical depth(r), with an arbitrary zero. By averaging is the uncertainty in the fit. Each shot was simulated sepa-
the resulting image across the direction of the imposedately, using the measured drive histories, and the resulting
perturbation, a profile such as the one shown in Fig. Predictions were post-processed by numerically transmit-
was constructed for each image. (This profile is for theting the backlighter spectrum through the simulated foil.
image shown in Fig. 1 at= 2.1 ns.) The resulting predicted ideal radiograph was convolved

Each wavelength in the profile in Fig. 3 may be with the measured instrument response function (including
decomposed into its Fourier amplitudes, giving a mearihe Wiener filter), and the negative of the natural logarithm
and standard error for that profile. Different frames give &of this result was Fourier decomposed. Growth rates from
set of amplitudes of the fundamental vs time on each shogxponential fits to the ASNEX simulations of each shot
Different shots (not shown) gave the various wavelengthdfit over the same time intervals as the data) are shown in
For steady-state RT growth in the linear regime, theFig. 5. The error bars on the\SNEX growth rates repre-
amplitudes should grow exponentially with time. The sent the uncertainty in the exponential fits.
amplitudes for each shot are shown in Fig. 4(a)-4(d), The measured modulation of optical depth is sensitive
as well as exponential fits. The fits were constrained t®nly to lateral material flow [19]. For our experiment, the
begin afterr = 1.0 ns to avoid measuring growth during growth rate in optical deptfy;) is related to the growth
the shock transit phase. rate in spatial amplitude, by

It may be observed in Fig. 1 that the residual modu- 1
lations in the drive laser result in imprinted modulations y- = v, + Ar
in the foil (across the direction of the imposed perturba-
tion). In order to determine that the preimposed modevhere At is the measurement intervap,—; is the
is still in the linear regime, it is essential to consider themaximum compressed density ¢at= 1 ns, where the fits
effect of the spectrum in the neighborhood of the modestart), ando is the decompression rate durif\g. LASNEX
including both imprint and the preimposed mode. Multi- simulations predict to be about—0.9 (g/cm?)/ns and

3319

In(1 + pAt/pi=1) =y: + p/pi=1 (1)



VOLUME 78, NUMBER 17 PHYSICAL REVIEW LETTERS 28 ARIL 1997

(a) ®) © @
A=20 pm =30 pm A=50 pm A=70 pm
I I I I T i i I Is,...",wl 1 i I | T i
7 ~0.257 - 1,=0.251 - 1
0.1 - ;/ W=028] o L MR T -
e ; ] - /o] E ]
P H _ K y n=1.0
S 001 | / 1=0.25] g o1f ne=025]  oaL -
£ 0.0 1,=0.1 ymg g 3 = N = E o E
S 7 T E pu = 3
'g 4 o o - - & - L J
b 1 Sbo g i » A 3 f 3
0.01 2 § 2 0.01::; § 3 0.1 e A =10 3
] A 01 1/ =0 ] - ]
0.01 1 L4 ook L oot 111
0 1 2 3 4 1 2 3 4 0 3 4 o 1 2 3 4
Time (ns) Time (ns) Time (ns) Time (ns)

FIG. 4. Fundamental amplitude in optical depth vs time for shots at four wavelengths (solid squares), simulated amplitude in
optical depth vs time for these shots (dashed lines), and exponential fits to the data (solid lines). The curves are labeled with the
initial amplitude in microns. Note the vertical offsets in each plot.

p:—1 about2.5 g/cm?. Thus the growth rates determined Lindl [22] includes the finite width of the interface region
from optical depth are predicted to be typically aboutexplicitly rather than rather than as an arbitrary Atwood
20% smaller than the growth rates would be if determinedhumber, as

from spatial amplitudes at the unstable interface (i.e., at X

the ablation surface). We observed growth rates) v = 1/7g - Bkv,, 3
which were about 50% classical (nearly constant with 1+ kL

yvavelt_eng{tr(lj); ﬂ;e"dASNEX p:’jedl(.:trI]OHS folr gror\]/vth rates \herer = [p/(dp/dz)]lmin is the density gradient scale
in optical depth decreased with wavelength, aVer""g'nsi;ength. LASNEX simulations for our experiments predict

about 60% classical. However, the growth rates in spatia} ' {1 pa about1 um and V, to be aboutl um/ns.
modulatior_l are predicted DYASNEX to be_ abqut 60%— The result withB = 2.0 is also shown in Fig. 6. The
80% c!ass[cal (over 20—7ﬂ_m), as shown in Fig. 6. .The prediction of Bettiet al. [23], also shown in Fig. 6, may
reduction iny. from classical is due to two dominant . expressed for this experiment as

factors, the removal of modulated material by ablation
[20,21], and the finite width of the interface region, y = 0.90Vkg — 3.2kv, . (4)

expressed by Takale al. as In this case, the coefficients are predicted by the theory.

v = akg — BkV,, (2)  For these conditions all the predictions appear to give in-
distinguishable results except at the shortest wavelengths.

wherev is the growth rateg is the interface acceleration, Our data do not extend to such short wavelengths.

k is 27 /wavelength,V, is the ablation velocity (i.e., the
rate in um/ns at which material is removed), amdand

B are adjustable parameters. A plot with= 0.9 and 8fF T
B = 3.6, obtained as the best fit i® to the LASNEX T
growth rates holdingx at 0.9, is shown in Fig. 6 as the $20
dashed line. A modified version of this as derived by - 8 I
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ablation surface. The predictions of Egs. (2)—(4), the classical
growth rates for this acceleration and the prediction of Eq. (3)
FIG. 5. Average growth rates in optical depth,) vs wave-  for the conditions produced in a Fokker-Planck calculation are
length. The data are solid squares andukeNex predictions  also shown. Inset: The density profilesrat 1.5 ns for the

are open squares. LASNEX and FP calculations.
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The discrepancy between the measured and predictgdedicts a growth rate reduction from the increasd.in
growth rates is slightly more than the experimental unceras well as that from the increase in,. Their growth
tainty (y2/v of 2.2, or a confidence limit of about 10%). rate for SH is close to the locus afAsSNEX simu-
The average of the simulated growth rates is about 18%ations, while the FP result is somewhat lower than the
higher than the measured values. We considered sevemalediction of Eq. (3), using the BGK parameters.
sources of systematic error in both the data and the mod- In summary, we have determined Rayleigh-Taylor
eling which may have an effect at this level. The accelgrowth rates for modulations on planar foils accelerated
eration is not measured on every shot, but the laser powdry laser ablation. The growth rates varied between
is measured with an uncertainty ofl 5%; our simulations 1.5 and 2.1 ns' as a function of wavelength. The
indicate that the uncertainty in growth rates due to thissimulated growth rates were about 18% higher than the
variation in laser power is about 5%. Another possiblemeasured values with a 10% confidence limit. Systematic
source of time-dependent error is the uranium backlighteexperimental errors do not appear large enough to resolve
spectrum; this was measured using absolutely calibratetthis discrepancy.
time-resolved x-ray detectors (DANTE [24]) for the energy  This work was performed under the auspices of the U.S.
contribution less than 3 keV and a streaked spectromet&OE by the Lawrence Livermore National Laboratory
for the 3—4 keV contribution. While the magnitude of the under Contract No. W-7405-ENG-48.
emission increases with time, the shape of the spectrum
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