
VOLUME 78, NUMBER 17 P H Y S I C A L R E V I E W L E T T E R S 28 APRIL 1997

3

Measurement of a Dispersion Curve for Linear-Regime Rayleigh-Taylor Growth Rates
in Laser-Driven Planar Targets
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A dispersion curve for Rayleigh-Taylor growth rates in the linear regime has been measured in
planar CH2 laser-driven foils. The foils were ablatively accelerated with a single, smoothed, frequency-
doubled beam of the Nova laser at7 3 1013 Wycm2 (giving an acceleration of60 mmyns2). Measured
growth rates were about 50% of the classical values. Growth rates simulated with the computer code
LASNEX were,18% higher than measured values. [S0031-9007(97)03035-4]

PACS numbers: 52.35.Py, 52.65.Ff, 52.70.–m
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Understanding and controlling the Rayleigh-Taylor (RT
instability has long been recognized as a critical issue f
the success of inertially confined fusion [1–3], particularl
for implosions in which the capsule is driven directly
with laser light. Capsules are now being designed [4–
in which ignition and gain are predicted using lasers o
about 2 MJ such as the National Ignition Facility. On
of the keys to evaluating such a design is the ability t
accurately predict RT growth at the ablation surface, whe
modulations are predicted in a linear analysis to grow b
factors of one to several thousand. Since RT growth
the linear regime is exponential, errors in the predicte
growth rates of 20% will result in errors in growth of 1–2
e-foldings. An experimental investigation of the ability to
model RT growth at an ablating interface over a significa
range of wavelengths is essential to the correct design
ignition capsules. Several such measurements have b
made [7–10], but all used large initial amplitudes an
rapidly entered the nonlinear regime where the amplitud
is greater than 10% of the wavelength. In this regim
the growth rate decreases from exponential to secu
(saturates). Our goal in these experiments was to u
small initial amplitudes to observe sufficient growth in th
linear regime to determine growth rates for quantitativ
comparison with modeling.

In our experiment we used one beam of the Nova las
at 0.53 mm wavelength to accelerate20 mm thick CH2

foils (initial density0.95gycm3) as shown in Fig. 1. The
plastic foils each had a single mode sinusoidal modul
tion molded on the driven side, with wavelengths of 20
30, 50, or70 mm, and initial amplitudes between 0.1 and
1.0 mm. We chose initial amplitudes at each wavelengt
to minimize the uncertainty in the growth rate determina
tion (mostly due to instrument noise limiting the minimum
measurable amplitude). The drive laser was smooth
with a random phase plate (RPP) [11] and spectral d
persion [12] (SSD), with about 0.9 THz bandwidth. A
diffraction grating gave0.086 mradyTHz dispersion and
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a temporal skew of 110 ps to the pulse front. The bea
was split into nine segments, each independently steered
space with a glass wedge to form a flat-topped spatial i
tensity distribution (68% over700 mm). The drive pulse
was a linear 1 ns ramp to an intensity of7 3 1013 Wycm2,
followed by constant intensity at this level for 2 ns. A typi-
cal measured drive pulse is shown in Fig. 2. The sho
reached the back surface of the20 mm thick foil at about
0.7 ns after the start of the laser pulse. The foil then a
celerated at about60 mmyns2, allowing for 2 ns of con-
stant acceleration to study Rayleigh-Taylor (RT) growth
During the acceleration the foil is predicted to decompre
somewhat. We simulated these experiments with the tw
dimensional radiation hydrodynamics codeLASNEX [13].
The simulated peak density vs time is also shown in Fig.
In Ref. [7] we determined that ourLASNEX simulations
correctly predicted the acceleration and shock transit tim
of a foil driven with this laser configuration.

FIG. 1. Experimental setup with typical radiographs att ­
1.2 ns (left) and2.1 ns (right). Initial surface modulations with
lx ­ 30 mm are visible. Imprint of the smoothed laser beam
is also visible as horizontal streaks.
© 1997 The American Physical Society
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FIG. 2. Typical measured laser power history and simulat
foil peak density vs time. Amplitude modulations in the las
pulse are a consequence of the bandwidth on the pulse.

We measured the areal density modulations on the fo
by conventional x-ray backlighting using a gated pinho
camera with8 mm spatial and 100 ps temporal resolutio
[14], providing up to 12 frames per shot with arbitrar
time spacing. The x-ray backlighter [15] was a uraniu
disk illuminated by a second0.53 mm wavelength Nova
beam (smoothed with a RPP) at about6 3 1014 Wycm2,
giving a broad spectrum peaked at,1 keV. The foil
was shielded from the backlighter with12.7 mm Be to
eliminate any effect of the low energy backlighter x-ray
Typical radiographs for a foil with modulation wavelengt
l ­ 30 mm and initial amplitudeh0 ­ 0.25 mm at t ­
1.2 and 2.1 ns are shown in Fig. 1.

Each image was analyzed by converting film density
exposure, extracting a square region, dividing by a seco
degree polynomial fit to remove the spatial nonuniformi
of the backlighter, and filtering out high frequency nois
(spatial wavelength less than10 mm) with a Wiener filter
[16]. The negative of the natural logarithm of the resu
is optical depthstd, with an arbitrary zero. By averaging
the resulting image across the direction of the impos
perturbation, a profile such as the one shown in Fig
was constructed for each image. (This profile is for th
image shown in Fig. 1 att ­ 2.1 ns.)

Each wavelength in the profile in Fig. 3 may b
decomposed into its Fourier amplitudes, giving a me
and standard error for that profile. Different frames give
set of amplitudes of the fundamental vs time on each sh
Different shots (not shown) gave the various wavelengt
For steady-state RT growth in the linear regime, th
amplitudes should grow exponentially with time. Th
amplitudes for each shot are shown in Fig. 4(a)–4(d
as well as exponential fits. The fits were constrained
begin aftert ­ 1.0 ns to avoid measuring growth during
the shock transit phase.

It may be observed in Fig. 1 that the residual mod
lations in the drive laser result in imprinted modulation
in the foil (across the direction of the imposed perturb
tion). In order to determine that the preimposed mo
is still in the linear regime, it is essential to consider th
effect of the spectrum in the neighborhood of the mod
including both imprint and the preimposed mode. Mult
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FIG. 3. Vertical profile of the image att ­ 2.1 ns in Fig. 1
(after processing).

mode effects could lead to saturation of the surface mo
at a lower amplitude than expected [17]. We estimate th
onset of nonlinear multimode saturation, according to th
Haan model [18], by comparinghchar , the quadrature sum
of the amplitudes within60.4k sk ­ 2pyld of the sur-
face mode, with 10%l. The amplitudes are converted
from optical depth to spatial amplitudes by assuming co
opacity (one optical depth at solid density corresponds
20 mm of material), and assuming that the density is th
peak compressed density at the frame time. The imprint
spectrum does not appear to significantly accelerate t
onset of nonlinearity in any of our data, sincehchar is less
than 10%l in all cases.

The growth rates obtained from the exponential fits t
the data at each wavelength were averaged, and the res
ing growth rates are plotted vs wavelength in Fig. 5. Th
error bars represent the standard deviation of the mean
the data set for the cases with multiple measurements. F
the 20 mm data with only one measurement the error ba
is the uncertainty in the fit. Each shot was simulated sep
rately, using the measured drive histories, and the resulti
predictions were post-processed by numerically transm
ting the backlighter spectrum through the simulated foi
The resulting predicted ideal radiograph was convolve
with the measured instrument response function (includin
the Wiener filter), and the negative of the natural logarithm
of this result was Fourier decomposed. Growth rates fro
exponential fits to theLASNEX simulations of each shot
(fit over the same time intervals as the data) are shown
Fig. 5. The error bars on theLASNEX growth rates repre-
sent the uncertainty in the exponential fits.

The measured modulation of optical depth is sensitiv
only to lateral material flow [19]. For our experiment, the
growth rate in optical depthsgtd is related to the growth
rate in spatial amplitudegz by

gt ­ gz 1
1

Dt
lns1 1 ÙrDtyrt­1d ø gz 1 Ùryrt­1 (1)

where Dt is the measurement interval,rt­1 is the
maximum compressed density (att ­ 1 ns, where the fits
start), andÙr is the decompression rate duringDt. LASNEX

simulations predictÙr to be about20.9 sgycm3dyns and
3319
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FIG. 4. Fundamental amplitude in optical depth vs time for shots at four wavelengths (solid squares), simulated amp
optical depth vs time for these shots (dashed lines), and exponential fits to the data (solid lines). The curves are labeled
initial amplitude in microns. Note the vertical offsets in each plot.
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rt­1 about2.5 gycm3. Thus the growth rates determine
from optical depth are predicted to be typically abo
20% smaller than the growth rates would be if determin
from spatial amplitudes at the unstable interface (i.e.,
the ablation surface). We observed growth ratessgtd
which were about 50% classical (nearly constant w
wavelength); theLASNEX predictions for growth rates
in optical depth decreased with wavelength, averagi
about 60% classical. However, the growth rates in spa
modulation are predicted byLASNEX to be about 60%–
80% classical (over 20–70mm), as shown in Fig. 6. The
reduction in gz from classical is due to two dominan
factors, the removal of modulated material by ablatio
[20,21], and the finite width of the interface region
expressed by Takabeet al. as

g ­ a
p

kg 2 bkVa , (2)

whereg is the growth rate,g is the interface acceleration
k is 2pywavelength,Va is the ablation velocity (i.e., the
rate inmmyns at which material is removed), anda and
b are adjustable parameters. A plot witha ­ 0.9 and
b ­ 3.6, obtained as the best fit inb to the LASNEX

growth rates holdinga at 0.9, is shown in Fig. 6 as the
dashed line. A modified version of this as derived b

FIG. 5. Average growth rates in optical depthsgtd vs wave-
length. The data are solid squares and theLASNEX predictions
are open squares.
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Lindl [22] includes the finite width of the interface region
explicitly rather than rather than as an arbitrary Atwood
number, as

g ­

s
kg

1 1 kL
2 bkya , (3)

whereL ­ frysdrydzdgmin is the density gradient scale
length. LASNEX simulations for our experiments predict
L to be about1 mm and Va to be about1 mmyns.
The result withb ­ 2.0 is also shown in Fig. 6. The
prediction of Bettiet al. [23], also shown in Fig. 6, may
be expressed for this experiment as

g ­ 0.90
p

kg 2 3.2kya . (4)

In this case, the coefficients are predicted by the theor
For these conditions all the predictions appear to give in
distinguishable results except at the shortest wavelength
Our data do not extend to such short wavelengths.

FIG. 6. LASNEX growth rates in spatial amplitudesgzd at the
ablation surface. The predictions of Eqs. (2)–(4), the classica
growth rates for this acceleration and the prediction of Eq. (3
for the conditions produced in a Fokker-Planck calculation ar
also shown. Inset: The density profiles att ­ 1.5 ns for the
LASNEX and FP calculations.
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The discrepancy between the measured and predic
growth rates is slightly more than the experimental unce
tainty (x2yn of 2.2, or a confidence limit of about 10%)
The average of the simulated growth rates is about 18
higher than the measured values. We considered sev
sources of systematic error in both the data and the m
eling which may have an effect at this level. The acce
eration is not measured on every shot, but the laser pow
is measured with an uncertainty of615%; our simulations
indicate that the uncertainty in growth rates due to th
variation in laser power is about 5%. Another possib
source of time-dependent error is the uranium backligh
spectrum; this was measured using absolutely calibra
time-resolved x-ray detectors (DANTE [24]) for the energ
contribution less than 3 keV and a streaked spectrome
for the 3–4 keV contribution. While the magnitude of th
emission increases with time, the shape of the spectr
varied only enough to change the contrast by about 3
between 1 and 3 ns. Thus the total experimental syste
atic error is estimated to be about67%.

One possible source of systematic error in the simu
tions would be an incorrect prediction of the foil densit
as a function of time. Hondaet al. [25] (HM) have calcu-
lated lower RT growth rates using 2D full Fokker-Planc
(FP) simulations compared to Spitzer-Härm [26] (SH
electron transport, such as was used in theLASNEX simu-
lations. The difference is due to a change in the long
tudinal density profile resulting from preheat by energet
electrons originating in the plasma corona which pen
trate beyond the ablation front. Such differences in 1
structure were noted earlier by Epperleinet al. [27]. We
have simulated the foil acceleration in 1D using an a
proximation to the FP equation from Bhatnagaret al. [28]
(BGK). We see similar changes to the density profile
those noted by HM; typical density profiles for BGK an
SH are shown in the inset in Fig. 6. We have not sim
lated RT growth in 2D with FP or BGK transport, but we
can estimate the effect upon the growth rate through t
dispersion relation, Eq. (3). The predicted density sca
lengthL is increased from1 mm for SH to3.5 mm, and
the ablation velocityya from 1.1 to1.3 mmyns. The dis-
persion relation from Eq. (3), using these parameters,
also shown in Fig. 6. The growth rate is lower than th
from the LASNEX simulations by an average of 20% fo
wavelengths between 20 and70 mm. It is plausible that
this electron transport effect could resolve the discre
ancy between the measured growth rates and theLASNEX

simulations. Increased experimental accuracy and exp
ments examining shorter modulation wavelengths are
quired to determine whether electron transport effec
are indeed important for RT growth for direct drive
ICF. HM present growth rates for a single waveleng
l ­ 60 mm, for which they obtain1.4 ns21 for FP vs
2.1 ns21 for SH. The foil parameters considered by HM
are nearly the same as those of this experiment. H
use Eq. (2) to fit their growth rates, so they must in
creaseb to match the FP growth rate, whereas Eq. (
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predicts a growth rate reduction from the increase inL
as well as that from the increase inya. Their growth
rate for SH is close to the locus ofLASNEX simu-
lations, while the FP result is somewhat lower than t
prediction of Eq. (3), using the BGK parameters.

In summary, we have determined Rayleigh-Tayl
growth rates for modulations on planar foils accelerat
by laser ablation. The growth rates varied betwe
1.5 and 2.1 ns21 as a function of wavelength. The
simulated growth rates were about 18% higher than
measured values with a 10% confidence limit. Systema
experimental errors do not appear large enough to reso
this discrepancy.

This work was performed under the auspices of the U
DOE by the Lawrence Livermore National Laborato
under Contract No. W-7405-ENG-48.
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