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Spontaneous Vortex Phase Discovered?
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(Received 29 July 1996)

It is argued that a spontaneous vortex phase probably exists in the recently discovered com
ErNi2B2C at temperatures below 2.3 K. The consequences of this proposal are discussed. In pa
the magnetic response of the system is studied both above and below 2.3 K, and further expe
are proposed. [S0031-9007(96)02184-9]

PACS numbers: 74.25.Ha, 74.20.De
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Many years ago it was proposed [1–4] that exo
phases with the coexistence of superconductivity a
magnetism may occur in systems with competing sup
conducting and ferromagnetic components. The anal
was based on the free energy functional [1,2]
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where $B ­ = 3 $A, $M is magnetization andc is the
superconducting order parameter. It was shown t
a stable spiral phase, where superconductivity coex
with spiraling magnetization, or a spontaneous vor
phase, where magnetization is more or less unifo
in the system but vortices are generated without
external magnetic field, may occur. Subsequently,
spiral phase was discovered inErRh4B4 and HoMo6S8
compounds [5,6] in a narrow temperature region betw
a superconducting phase and a ferromagnetic phase.

More recently, it was discovered that competitio
between superconductivity and ferromagnetism may oc
in a new materialErNi2B2C. We shall show in
this paper thatErNi2B2C is a good candidate for th
spontaneous vortex phase, or that the spontaneous v
phase will become stable under a relatively weak exte
magnetic field. (We define the spontaneous vortex ph
in the presence of a magnetic field as a state where
density of vortices present in the superconductor is lar
than that given by the external field.) The consequen
of our proposal will be studied. To begin with, w
first review some basic features of the Ginsburg-Land
(GL) free energy functional (1) where stability criter
associated with various plausible phases is examined.
analysis of Refs. [1] and [2] are then extended to inclu
the effects of an external magnetic field.

The existence of the spiral and spontaneous vo
phases inF are the direct consequences of the Mei
ner effect, where a uniform magnetization$M cannot co-
exist with a uniform superconducting order parameterc.
For systems with superconducting transition tempera
0031-9007y97y78(2)y330(4)$10.00
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Tc higher than the magnetic transition temperatureTm,
a spiral phase may be stable at temperatureTs less than
but aboutTm. The wave vector of the spiral is of or
der Q , sl0jMd21y2, wherel0 is the penetrating depth
of the superconducting component andjM , g2ya is the
coherence length of the magnetic part [2]. The Mei
ner effect is avoided by having a magnetization who
average is zero on a length scale much smaller thanl0.
At lower temperature, a ferromagnetic state with the
perconductivity completely destroyed is usually lower
energy because of the higher energy gain associated
magnetizations,kBTmd compared with the energy gaine
by superconductivityf,skBTcd2yEFg. Alternatively, a
spontaneous vortex state where magnetization is unifo
and the superconducting component exists in the form
a vortex state may be more stable than the ferromagn
state because of the gain in energy from the superc
ducting component. However, this state exists only if t
internal magnetic field generated by the magnetization$B
satisfies the inequality,

Hc1 , B , 4pM , Hc2 , (2)

where Hc1 and Hc2 are the lower and upper critica
magnetic fields associated withc . For self-generated
magnetic fields, the spiral phase is the analog of type I
the spontaneous vortex phase of type II superconducto

Experimentally, it is found thatErNi2B2C is super-
conducting below10.5 K [7] and orders antiferromagnet
ically with a fundamental incommensurate wave vector
s0.553ap, 0, 0d below 6.0 K [8]. ap ­ pya, wherea is
the lattice constant in the plane of this tetragonal crys
The magnetic moments reside mostly on theEr31 ions
which have a measured magnitude,8mB [7]. M vs H
measurements indicate that the compound is magnetic
strongly anisotropic with theEr magnetic moments essen
tially along only the in-plane easy axis ins100d ands010d
directions [7]. For external magnetic fields significant
larger thanHc1 , 500 G, the extrapolation ofMsHd data
back to zero applied field gives a ferromagnetic orde
moment of roughly0.33mByEr [9]. Zero-field specific
heat measurement also shows a break in the slope of thC
vsT curve atT , 2.3 K [7,9]. The existence of the ferro
magnetic component in the system is further supported
© 1997 The American Physical Society
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studies on a similar compoundTbNi2B2C which does not
manifest superconductivity atT . 2 K, but has a phase
transition from antiferromagnetic order to an ordered st
with a weakly ferromagnetic component of0.5mByTb for
T , 8 K [10]. The origin of the incommensurate antife
romagnetic and the transition to the weakly ferromagne
transition is not quite clear and probably involves both t
exchange interactions and the dipolar interactions wh
are of similar magnitude. Because of the strong ea
axis anisotropy, which forbids smooth deviations fro
antiferromagnetic states, the incommensurate antife
magnetic state probably consists of spin domain wa
separating antiferromagnetic domains, and the weakly
romagnetic state is formed by ordering of the domain wa
The distance between domain walls estimated from
incommensurate wave vector is about19a, giving an ef-
fective magnetic moment of about0.42mByEr, which is
close to the experimentally zero-field extrapolated va
of 0.33mByEr.

It is, in principle, also possible that the ferromagne
transition at 2.3 K is due to an impurity phase dispersed
ErNi2B2C [11]. To account for the observed anisotrop
of the magnetization [9], the magnetic axis of the partic
of the impurity phase would then have to be aligned in t
a-b plane of the host crystal. The condition,asTd # 4p

or T # Tm, pertains in this case to the embedded impur
phase. Since the only requirement from Eq. (1) used
this paper for the existence of the spontaneous vortex ph
is that a finite uniform magnetization satisfying Eq. (
exists in the sample, the considerations of Refs. [1] a
[2] and of this paper hold also in this case.

At a distance scale much greater than the lattice sp
ing, the antiferromagnetic component plays a negligi
role, and the competition between superconductivity a
weak ferromagnetism can be described by a Ginsbu
Landau functional similar to Eq. (1), except that theM4

term must be modified to account for the strong easy-a
anisotropy in this material. The internal magnetic fie
created by magnetic moment of0.33mByEr is approxi-
mately 500 G , Hc1, which is marginal for supporting
a spontaneous vortex state. However, a relatively w
magnetic field,Hc1 should be enough to drive the sys
tem from the spiral state into the spontaneous vortex st
In the following we shall investigate this scenario usin
the GL functional (1). We shall assume that the mag
tization $M lies only in thex-y plane and shall conside
external fields only in in-plane directions. The anisotro
in in-plane directions is not included in our analysis. W
shall considerTc . Tm and shall concentrate on the be
havior of the system aroundT , Ts which is the regime
of experimental interest. The possibility of the syste
making a second order phase transition to the spiral s
at T ­ Ts, but driven into spontaneous vortex by an e
ternal magnetic field, will be studied. We shall also d
cuss the alternative possibility of the system making
direct first order transition into the spontaneous vort
te
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state from the superconducting state. First, we consi
the temperature regionT . Tm and study changes in the
behavior of the system asT ! Tm. In this temperature
rangeM is small, and we can neglect theM4 term in the
GL functional. The qualitative behavior of the system
this temperature range can be most easily understood
considering the London limit, wherec ­ constant, and
by neglecting thej= $Mj2 term in F. It is then easy to
minimizeF with respect to$M and $A to obtain $M ­ $Bya,
and $A ­ l

2
0s1 2 4pyad= 3 $B. Putting $M and $A back

into F, we obtain

F ,
Z

d3r
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0s= 3 $Bd2

∏æ
, (3)

where l
2
0 ­ mc2y8pe2jcj2 is the London penetration

depth for the “pure” superconducting component.a

is a decreasing function of temperature, and the m
netic transition (in the absence of the superconduct
component) occurs atasT d ­ 4p. Notice that the
presence of the magnetic component reduces the ove
cost in magnetic energy of the pure superconduc
by a factor s1 2 4pyad. It also reduces the London
penetration depth froml0 to l ­ s

p
1 2 4pyadl0.

The reduction in penetration depth implies that t
effective superfluid density observed in the experime
will increase rapidly asT ! Tm. As a result, the critical
field Hc goes down by the same factor

p
1 2 4pya.

An interesting consequence of the free energy (3)
that the lower critical fieldHc1 is not much affected
by the presence of the magnetic component though
penetrating depthl is strongly reduced asT ! Tm. To
see that, we consider the superconducting compon
in the extreme type II limitl ¿ j0. In this limit the
energy of creating a vortex line per unit lengthe can
be computed using the free energy in the London lim
(3). For the usual superconductors this quantity is giv
in the London limit by e0 , sF0y4pl0d2 lnsl0yj0d,
where F0 is the magnetic flux quantum [12]. In the
present case,l0 ! l which enhancese. However, e

is also reduced by the same factors1 2 4pyad because
of the overall reduction in free energy (3). As a resu
e , sF0y4pl0d2 lnslyj0d in the present case and is onl
reduced through a reduction inl in the logarithm. Con-
sequently,Hc1 is also not much reduced from its clea
superconductor value in the presence of the magn
component. It is interesting to ask what happens in
system when an external magnetic field of orderHc1 is
applied. For the usual superconductors the density
vortices is of orders2pl

2
0d21 when the magnetic field is

of order Hc1. In the present case, for an external fie
of order Hc1, the external flux supplied in area2pl2

is of order Hc1 3 2pl2 , F0 3 slyl0d2. But the
total magnetic field “seen” by the superconductor$B ­
331



VOLUME 78, NUMBER 2 P H Y S I C A L R E V I E W L E T T E R S 13 JANUARY 1997

r

th

te

f
n
g

io
l
e

e

o

n
c
d

e

ir

o

rg

g
’

e

tem

gh
in

ob-

ere
(2)

to
is
he

at
gth

ral
and
n
by

etic

of

he
nd
nal

ral
the
us

iral
tex
ilar

tex

of

nd

the
l

th
$H 1 4p $M ­ $Hys1 2 4pyad ¿ H in our approxi-
mation, and thetotal magnetic flux the superconducto
sees in area2pl2 is of order,few F0, implying that the
density of vortices is of orders2pl2d21, as in the case of
the usual superconductors.

A similar analysis as above can be made when
j= $Mj2 term is included in the GL functional. We find
that the qualitative behavior of the system is not modifie
However, the divergence inl21 asT ! Tm is removed.
In particular, the London penetration depth is satura
at a value of orderl , sl0jmd1y2 as T ! Ts. At
temperaturesT very close toTs, the magnetic response o
the system is dominated by the spiral instability. We fi
that spiraling magnetization develops around the sin
vortex solution asT ! Ts, with the magnitude of the
spiral decreasing exponentially with distance away fro
the vortex core. The decay length of spiral magnetizat
goes to infinity asT ! Ts, signaling the onset of spira
instability. We find also that the energy of the vortex lin
e remains finite and is given in the London limit by

e ­

µ
F0

4pl0

∂2 ∑
ln

l

j
2 1 1 O

µ
jM

l0

∂∏
,

at precisely the spiral instability point wher
l ­ sl0jMd1y2.

The behavior of vortices atT , Ts can also be studied
in the London limit. In the limitT ! Ts, the magnitude
of the spiraling magnetization is small, and its effect
vortices can be estimated perturbatively. We find th
the single vortex solution is very similar to the solutio
above the critical temperature, except that the de
length ls for the “extra” spiraling magnetization aroun
the vortex decreases again asT decreases belowTs, until
ls , sl0jMd1y2, where the perturbative solution becom
unreliable. In particular, the energye for a single vortex
line remains of orderF2

0ys2pl
2
0d throughout the whole

temperature range, with no discontinuity across the sp
transition point.

Next, we consider the situation of finite density
vortices and estimate the magnetization as a function
the external magnetic field. Consider the Gibb’s ene
functional,

G ­ F 2
Z

d3r
$B ? $H
4p

, (4)

where the total magnetic field$B is obtained by minimizing
G with respect to $B and $M ­ s $B 2 $Hdy4p. First,
consider the regimeT . Tm and the London limit using
Eq. (3). Let the applied field strength of orderHc1. The
total magnetic fieldB can be obtained easily by comparin
the present expression for Gibb’s energy, with Gibb
energy for the usual superconductors [12]. We obtain

H ,
µ

1 2
4p

a

∂
B 1 Hc1

lnsH0
c2yBd

lnslyj0d
, (5)

where H0
c2 , F0ys2pj

2
0 d and M , Bya 2

Hc1flnsH0
c2yBdy lnslyj0dgy4p. Notice that the respons
332
e

d.

d

d
le

m
n

n
at

ay

s

al

f
of
y

s

of the magnetic componentM to magnetic fieldB is al-
most identical to the response of the pure magnetic sys
to B, except for the correction term,2Hc1 coming from
the Meissner effect. In particular, for a small enou
value of a, the magnetization may become positive
this range of the magnetic field. The value ofHc2 where
superconductivity is completely destroyed can also be
tained easily by equatingB ­ Hc2ys1 2 4pyad , H0

c2,
obtainingHc2 , s1 2 4pyadH0

c2, indicating thatHc2 is
reduced in the presence of the magnetic component.

The magnetization curve in the temperature rangeT .
Tm thus has the following qualitative features: (1)M ­
2Hy4p for H , Hc1, where the value ofHc1 does not
depend too strongly on temperature; in particular, th
is no singular behavior around the spiral transition.
Magnetization starts to increase atH , Hc1. For H ,
few Hc1, the magnetic component already responds
the external magnetic field more or less as if there
no superconducting component in the system. (3) T
magnetization continues to increase until it reachesH ­
Hc2, where superconductivity is destroyed. Notice th
M may already become positive at magnetic field stren
H , few Hc1.

Next, consider the magnetization curve in the spi
phase. We find that the magnetization curves above
below the spiral transition are qualitatively similar. I
particular, the spiral state disappears and is replaced
the spontaneous vortex phase in the external magn
field of the order of several timesHc1. The argument
is based on the observation that, in the regime
temperatureT # Ts, the vortex solution is not much
affected by the spiral component. In particular, t
value of Hc1 stays more or less the same above a
below the spiral transition temperature. As the exter
magnetic field is of orderHc1, the distance between
vortices will be of order,l , sl0jMd1y2. However,
this is of the same order as the period of the spi
state. When the vortex distance is comparable with
period of spiral, the spiral state loses its meaning. Th
we expect that, at this magnetic field range, the sp
state will smoothly cross over to the spontaneous vor
state. In particular, the magnetic response will be sim
to that of a pure ferromagnet at temperatureT , Tm,
in agreement with what is observed in theErNi2B2C
compound. The properties of the spontaneous vor
phase can be studied by writing$M ­ $M0 1 $M0, where
M2

0 , s4p 2 adyb is the spontaneous magnetization
the pure ferromagnetic component at temperatureT ,

Tm, and the GL functional can be expanded to seco
order in M 0. Neglecting thej= $Mj2 term as before, we
find $M 0 ­ s $B 2 4p $M0dys12p 2 2ad, and the effective
GL functional in the London limit in terms of$B and
$H fields has the same form as (3), except that
total magnetic fieldB is coupled to an effective externa
magnetic fieldHeff ­ 4pM0 1 hH, whereh ­ fs6p 2

adys4p 2 adg. The effective London penetration dep
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is l ­ h21l0, and the criteria for a stable spontaneou
vortex state is given by

Hc2 . Heff ­ 4pM0 1 hH ¿ Hc1 . (6)

Notice that l increases again as the temperature low
ers. At very low temperature,l ! l0. In Fig. 1 we
show the ratio of total magnetic field to external fiel
ByH as a function of external fieldH for H . Hc1
at several different values of temperatures computed
ing Eq. (5), with a corresponding equation forT , Tm.
We have chosenHc2yHc1 ­ 25.0, jMyj0 ­ 0.5, asT d ­
4p 1 60psT 2 Tmd, and, with saturated magnetization
4pM ­ 2.0Hc1 at zero temperature in generating the fig
ure. It is clear that the zero-field extrapolation of th
curve at T ­ 0.5Tm indicates the existence of the fer
romagnetic component in the system. Notice thatByH
measures the total density of vortices in the system and
.1 for T , Tm. The density of vortices for the pure su
perconductor is close to the curve withT ­ 3.0Tm. The
difference arriving from the ferromagnetic component
huge atT # Tm, as can be seen from the figure.

We want to make a few comments on the properties
the spontaneous vortex phase, in particular, in the lim
when the saturated magnetic moment is large enough
magnetic anisotropy is strong enough so that a direct fi
order transition from superconducting phase into spon
neous vortex phase occurs in the absence of external m
netic field. In this case, the effective magnetic field th
superconductor sees is always larger thanHc1, and there
will be no Meissner effect associated with the addition
external magnetic field applied on the system, i.e., the
fective Hc1 of the system is zero and superconductivit
“appears” only when vortices are pinned to impurity site

FIG. 1. ByH vs HyHc1 at H . Hc1 for several values of
temperatures computed approximately in GL theory. Th
contribution from the ferromagnetic component can be eas
deduced from the figure.
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in the system. Notice that the Meissner effect exists
the spiral phase whereHc1 . 0. Thus measurement of
the Meissner effect (for example, by SQUID) will distin
guish the spiral and spontaneous vortex phase unamb
ously. Experimentally, it seems that the Meissner effe
is observed in theErNi2B2C compound in theM vs H
experiment. However, the experiment is performed in
zero-field cooled environment [7,9], indicating that the re
sult may not reflect the true equilibrium thermodynam
state of the system. Thus the possibility of a zero-fie
spontaneous vortex phase existing in the compound c
not be ruled out. Direct observation of the spontaneo
vortex phase by imaging techniques is suggested.

Recently, neutron scattering experiments [13] ha
revealed that with a magnetic field applied (nearly) alon
the c axis, the direction of the vortex-line lattice begin
to tilt away from thec axis towards thea-b plane as
the temperature is decreased towards the ferromagn
transition atTm. We show [14] in a separate paper tha
an analysis of Eq. (1) with magnetic anisotropy include
leads to this extraordinary behavior as a prelude to t
spontaneous vortex phase.
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