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Time-dependent Density Functional Results for the Dynamic Hyperpolarizability ofCgg
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The experimental, as well as theoretical, values for the frequency-dependent hyperpolarizability
of Cg, differ by orders of magnitude. We present the first density functional calculation of a
molecular frequency-dependent hyperpolarizability. Our implementation is very economical, enabling
the treatment of molecules of this size, in a potentially much more accurate way than can be obtained
with alternative methods. Our results strongly support the recent results by Geng and Wright, who
report much lower experimental values than previous authors. [S0031-9007(97)03020-2]

PACS numbers: 36.40.Vz, 31.15.Ew, 33,80,Wz, 42.65.An

At present, there is much interest in the field of non-and requires the solution of the first order response equa-
linear optics. Possibly interesting technological applications only, making it both more generally applicable and
tions for nonlinear optical materials range from opticalmore efficient than Senatore and Subbaswamy’s approach
signal-processing devices to all-optical computers. Thed3]. The N3 scaling of the computational cost of our hy-
retical calculations can be a useful aid in understandingerpolarizability calculations is the same as for an ordinary
relationships between molecular structure and nonlineddFT calculation, making applications to large molecules
optical properties and in the prescreening of moleculepossible. Our previous calculations on linear polariza-
which might exhibit large nonlinear polarizabilities (hy- bilities and related properties [4—7] show that an accuracy
perpolarizabilities). The experimental determination ofis obtained which is higher than that obtained at the TDHF
these properties, on the other hand, is usually much moilevel and often comparable to extensive correlatldni-
time consuming and expensive. tio quantum chemical calculations.

Organic molecules with delocalized electron systems Outline of theoretical approach—In the TDHF case,
are of particular interest because of their potentially largehe starting point for the solution of the higher order
nonlinear optical response. Here, we will treat one ofresponse equations is given by [8—10]:
these organic molecules for which huge hyperpolarizabili- 9
ties have been reported experimentally: the Buckminster FC —i—SC = SCe, 1)
fullereneCgy. For this system, of great current interest, ot
discrepancies of 10 orders of magnitude [1] exist in thewhere C is the time-dependent coefficient matrix of the
experimental data. An accurate theoretical determinatiofrbitals expanded in a fixed atomic orbital basis set,
is therefore particularly timely. is the overlap matrix of the atomic orbitals,is the Fock

For a system of the size df4y, and also for other matrix, ande is a Lagrangian multiplier matrix, associated
large organic molecules such as linear polymeric chaingyith the constraint that the orbitals remain orthonormal at
it is important to have a theoretical approach whichall times:
is both accurate and efficient. For hyperpolarizabilities, P
accuracy demands that both frequency dispersion and E(CTSC) =0. 2)
the effects of electron correlation are taken into account.

Such an approach could also serve as a benchmark &t TDHF theory this equation is derived from Frenkel's
more approximate calculations. The correlated methodgrinciple [11]. In TDDFT, one can derive a similar
conventionally used in quantum chemistry can be vengquation, where the Fock matrik is replaced by the
useful in this respect, but they are too time consumingPpropriate DFT equivalent. This can be shown by
to be used for large molecules. On the other handg:onsidering orbital variations which minimize the action
time-dependent Hartree-Fock (TDHF) and semiempiricafunctional in TDDFT [2,12], under the orthonormality
calculations may not always be of the desired accuracy. constraint. One could choose the Lagrangian multiplier

In the framework of time-dependent density functionalMatrix & to be identical to zero, in which case the
theory (TDDFT) (an extensive review is provided by “canonical” time-dependent Kohn-Sham equations [2,12]
Ref. [2]), the frequency-dependent hyperpolarizability ten-arse:
sors are obtained in a formally exact manner. We have de- V2 9
veloped a scheme which uses TDDFT for the calculation [—7 + v[p](r, t)}dn(l‘, 1) = i #i(r, 1),  (3)
of the dynamic first hyperpolarizability tensqgs Higher
nonlinear polarizabilities can be obtained by finite differen-where v,[ p](r, ) is the time-dependent Kohn-Sham po-
tiation. Our scheme applies to molecules as well as atomgntial, consisting of the external potential, a Hartree
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term, and an unknown exchange-correlation term. Equability of C¢,. Because of the icosahedral symme(ky),
tion (2) could alternatively be obtained by replacingthe first order hyperpolarizabilitg of C¢y vanishes, mak-
the rapidly oscillating orbitalsp; in Eq. (3) by orbitals ing the second hyperpolarizability the first nonvanish-
which differ from these by a time-dependent phase factong term after the linear polarizability. Our results fpr
exdi [ &/()dt']. One may thus proceed similarly in are obtained by analytically calculating tjSetensors in a
the TDDFT case as in the TDHF case. We have followedgmall electric field (0.001 a.u.), which leads to a negligible
Karna and Dupuis [9], who present detailed equations foerror. This approach enables us to restrict ourselves to the
all first and second order hyperpolarizability tensors assosolution of the first order response equations. However,
ciated with external electric perturbations consisting of dt also implies a limitation to nonlinear optical effects in
static and a monochromatic part: which no more than two time-varying fields appear. For
. it ot this reason we can calculate the tenspfs2w; w, w,0),
Veu(r, 1) = E(1 + /' + ¢7'"). @) w:®.0,0), 7(0:, —w,0), and y(0:0,0,0) govern-
They obtain their results by expanding the matri¢ggs ing electric field induced SHG (EFISH), the electro-optical
C, and e of Eq. (1) into different orders of the external Kerr effect (EOKE), the electric field induced optical
perturbation and in different frequency components (theectification (EFIOR), and the static second hyperpolariza-
overlap matrixS is independent of the perturbation). The bility, respectively. However, we can only make indi-
density matrixD, given by rect statements about the tensors governing third harmonic
D — CncCt, (5) generatipn (THG)y(—3w; w, w, w) and degeneratg fqur
wave mixing (DFWM), y(—w; w, —w, w). These indi-
where n is the occupation number matrix, is likewise rect statements are based upon the following dispersion
expanded. The goal is to obtain expressions for the variformula [16,17], which holds for small frequencies:
ous first hyperpolarizability tensors, such as the tensor

Biix(—2w; w, w) governing the second harmonic genera- Y(Cwsi 0w 03) =

tion (SHG). This tensor is obtained by taking the trace of 0:0.0.0)(1 + Aw? + 7
the product of the second order density mafixand the 7(0:0,0,0)( oLt ), 0
dipole moment matrix{: where 0} = 02 + 0i + w3 + w3. We have deter-

) . Pk mined the constand by a fit to our EOKE and EFISH
Bijr(~20: 0, 0) = ~Tr[H'D"(w. w)].  (6) results, thus obtaining approximate results for THG and
This expression contains the second order density matri®FWM at small frequencies.
D’*. However, the so-calle®n + 1)-theorem of pertur- In the static case, thg tensor has only one indepen-
bation theory states that the energy can be calculated tent componenty...., which is equal to the average
third order if the wave function is known to first order Because this is still approximately true in the frequency-
only. Thus, Eq. (6) can be rewritten such that only firstdependent case (Kleinman symmetry) in the off-resonant
order quantities@", D, F and&(V) appear on the region, we have restricted our calculationsyg,.. We
right-hand side, as explicitly shown by Karna and Dupuisperformed our calculations at the Becke-Perdew opti-
In the SHG case, the first order equations need to bmized geometry, where the two differe@t—C bond
solved at frequencies @y, and2w. The TDHF results lengths are 1.397 AC=C) and 1.452 A ¢—C), respec-
[8—10] using the(2n + 1)-theorem can directly be used tively, in very good agreement with experimental NMR
in the DFT case. The only difference worth mentioningdata [18] of 1.40 and 1.45 A.
is that the exchange-correlation potential in the DFT case We have tested that the accuracy for certain technical pa-
depends nonlinearly on the density, which is not true forameters [concerning numerical integration, convergence
the HF exchange term. This leads to certain extra terms iof the ordinary self-consistent field (SCF), and the iterative
the DFT expressions, which do not, however, pose comsolution of the first order response equations] in the calcu-
putational problems. lation is more than sufficient for our present purposes.
Both for the first and second functional derivatives The basis set for our calculation consists of a valence
of the exchange-correlation potential, we apply the sotriple zeta Slater type orbital basis set with one polarization
called adiabatic local density approximation (ALDA) function. In order to improve the flexibility of the basis
[2], which is by far the most usual approximation andin an economic and numerically stable way, we added
appears to work quite well [4—7]. More details on ourseveral diffuse functions in the center of the molecule,
implementation will be presented elsewhere. Relatedlescribing both the regions inside and far outsideGhg
DFT work has been done by Colweédit al.[13] for cage. Further improvements in the basis set will slightly
static hyperpolarizabilities, Dal Corset al. [14] for the  increase our results, but probably not by more than 5%
nonlinear optical susceptibility of a solid, and Gonze [15],to 10%.
who reviews density functional perturbation theory for We use both the local density approximation (LDA)
static perturbations. and LB94 [19] exchange-correlation potentials in our
Frequency-dependent hyperpolarizability@fy.—We  calculations, using the ALDA for its derivatives. The
have calculated the frequency-dependent hyperpolariza-B94 potential substantially improves the LDA results
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in linear response calculations [5,7], due to its correcin good agreement with Quong and Pederson’s static LDA
Coulombic asymptotic behavior. The LDA potential result [24] of 7.0 X 10736 esu. The difference between
decays exponentially, resulting in overestimations forthe LDA and LB94 result shows the large influence of the
polarizabilities(~5%) and hyperpolarizabilities (a factor asymptotic behavior of the potential on properties which
of 2 for the rare gases [3]). For this reason, we focus omlepend strongly upon the density in the outer region of
the LB94 results, and expect them to be lower and mor¢ghe molecule.

reliable than our LDA results.

We fitted our linear polarizability results to the expres-

sion a(w) = a(0) + Cw?, obtaining543.7 + 6890 w?
for LB94 and556.7 + 7020 w? for LDA (a and o in

The fitted lines in Fig. 1 correspond to a value of
the constantd of (25.1 = 0.2) a.u. [LDA vyields A =
(23.0 = 0.2) a.u.]. As in the linear polarizability case,
the two potentials yield similar results for the frequency

a.u.). The static polarizabilities are in good agreementlependence.
with previous theoretical results as gathered in Ref. [20]. Comparison with experimental and theoretical re-
Our results show a higher frequency dispersion than theults—Some theoretical and experimental results for the
TDHF values of Ref. [20], which is the usual picture, ashyperpolarizability ofC¢, have been collected in Table I.
the TDHF values tend to be too low. Large values are obtained in the older experiments and in
The polarizability curves show the first strong polethe semiempirical calculations. The newer experimental
near 3.33 eV (LB94) or 3.42 eV (LDA), close to an data give upper bounds, which are more than an order of
approximate LDA value of 3.36 eV [21] and in much better magnitude lower. Those results are supported by static
agreement with the experimental value of 3.78 eV [22]LDA values such as the one of Ref. [24]. However,
than the TDHF value [20] of 5.5 eV. This supports ourvery large enhancements due to frequency dispersion
confidence in the TDDFT results. were found in terms of a simple three-level model [25],
The hyperpolarizability results with the LB94 potential questioning the relevance of static calculations. Our
are shown in Fig. 1, where the EFIOR results are identiresults, on the contrary, show that there is only a moder-
cal to the EOKE results. The EOKE and EFISH re-ate frequency dispersion effect in the off-resonant region.
sults at 11 frequencies from = 0 to 0.01 a.u. (0.27 eV) Geng and Wright [1] list several difficulties, cir-
have been fitted to Eq. (7). Using only frequencies up tcumvented in their approach, in the experimental
0.005 a.u. hardly influences the fitted value (about 1% dedetermination ofy, such as the need to perform absolute
viation). The resulting constardt has been used to draw intensity measurements. In the semiempirical sum-over-
an estimate for the THG curve, which is reliable for small
frequencies only. Both the fitted and real curves are ShOW?ABLE |

for EOKE and EFISH. They start to diverge at the point Experimental and theoretical results fprof Ce-

where higher order terms > become important (in the Method w (eV) Property v (10736 esy
vicinity of a pole). The EFISH curve exhibits a pole near . .
0.90 eV. The INDO-TDHF value of Ref. [23] is still small | bog. Yo o o
there, indicating a different position of the pole. LB942 0.65 EEISH 6.04
The static LB94 result is5.50 X 1073¢ esu (in the |paa 0 static 734
definition of y used by experimentalists), about 34%/pa® 0 static 7.0
lower than the LDA result 0f.34 X 1073¢ esu. Thisis INDO-TDHF® 0 static 4.95
INDO-TDHF*¢ 0.905 EFISH 5.49
7.5 INDO/SDCI-SOS 0.65 EFISH 690
CNDO/&? 0.94 THG 654.8
LB94 results CNDO/SCI-S0$ 0 static 458
7.0— Expt., in film® 0.68 THG 430
= Expt., in toluené 0.65 EFISH 750
a Expt., in benzene  1.17 DFWM < ?8 X y )
© EFISH enzene
‘?o 6.5 Expt.) various nondeg. FWM <37
Y ~ This work.
ﬁe 0 bQuong and Pederson [24].
’ \ ‘Talapatraet al. [23].
’ aj etal [27].
*Haraet al. [26].
5.5 — fFantiet al. [28].
1 T

9Meth et al. [29].
"Wang and Cheng [30].

Tanget al.b%/l] vyLPA(benzeng =~ 1.85 X 1073 esu [24]. _
IGeng and Wright [1], nondegenerate four wave mixing experi-

ment in 1,2-dichlorobenzene.
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FIG. 1. LB94 results fory of Cgp.
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