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Turbulence Fluctuations and New Universal Realizability Conditions in Modeling
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General turbulent mean statistics are shown to be characterized by a variational principle.
The variational functionals, or “effective actions,” have experimental consequences for turbulence
fluctuations and are subject to realizability conditions of positivity and convexity. An efficient Rayleigh-
Ritz algorithm is available to calculate approximate effective actions within probability density function
(PDF) closures. Examples are given for Navier-Stokes and for a three-mode system of Lorenz. The new
realizability conditions succeed at detectinga priori the poor predictions of PDF closures even when
the classical second-order moment realizability conditions are satisfied. [S0031-9007(97)02680-X]

PACS numbers: 47.27.Sd, 05.40.+ j, 47.11.+ j, 47.27.– i
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It does not seem to be a well-recognized fact that ge
eral turbulence mean statistics—such as mean velocity
pressure profiles—are characterized by a variational pr
ciple. However, in nonequilibrium statistical mechanic
it was pointed out long ago by Onsager [1,2] that mea
histories satisfy a “principle of least action.” The so
called Onsager-Machlup action determines the probabil
of fluctuations away from the most probable state. Clos
to thermal equilibrium there is a standard fluctuation
dissipation relation, so that the action has the physic
interpretation of a “dissipation function.” Onsager’s
variational principle reduces then to a principle of leas
dissipation.

Recently it has been pointed out by one of us [3,4] th
a similar effective actionGfzg exists in turbulent flow
for any random variableZstd. This action function (i)
is nonnegative,Gfzg $ 0, (ii) has the ensemble mean
zstd as its unique minimumGfzg ­ 0, and (iii) is con-
vex, lGfz1g1 s1 2 ldGfz2g $ Gflz1 1 s1 2 ldz2g, 0 ,

l , 1. These are realizability conditions [5] which
arise from positivity of the underlying statistical dis-
tributions. As a consequence, the mean valuezstd is
characterized by a “principle of least effective action.
Just as is Onsager’s action, this functional is relate
to fluctuations. In particular, in statistically stationary
turbulence, the time-extensive limit of the effective action
V fzg ; limT!`

1
T Gfhzstd ­ z: 0 , t , T jg, the so-calledef-

fective potential,determines the probability of fluctuations
in the empirical time averageZT ; 1

T

RT
0 dt Zstd away

from the (time-independent) ensemble-mean valuez.
More precisely, the probability for any valuez of the time
averageZT to occur is given by

ProbshZT ø zjd , exps2T V fzgd . (1)
This agrees with the standard ergodic hypothesis, acco
ing to which, asT ! `, the empirical time average must
converge to the ensemble mean,ZT ! z, with probability
one in every flow realization. Equation (1) refines that hy
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pothesis, by giving an exponentially small estimate of th
probability at a large (but finite)T to observe fluctuations
away from the ensemble mean.

The realizability conditions on the effective action o
effective potential hold even when there are no clas
cal second-moment realizability conditions on the mea
themselves. Thus, energy spectra or Reynolds stres
(second moments) must be positive, but mean velocity p
files (first moments) or energy transfer (third moments) d
not satisfy simple realizability conditions [5]. The new
realizability conditions thus have great potential signifi
cance in modeling if they can be efficiently calculate
within turbulence closures. In [3,4] we have shown th
there is a simple Rayleigh-Ritz algorithm within probabi
ity density function (PDF) closures—such as mapping cl
sures [6–8] or generalized Langevin models [9,10]—b
which the corresponding approximate values of the effe
tive action or effective potential may be readily calculate

As a simple example, we consider first a three-mo
system of Lorenz [11], in which the equations of motio
are

Ùxi ­ Aixjxk 2 nixi 1 fi , (2)

with i, j, k a cyclic permutation of1, 2, 3, with A1 1

A2 1 A3 ­ 0 imposed on interaction coefficientsAi for
energy conservation, withni positive damping coeffi-
cients, andfistd white-noise random forces with covari-
ance2ki. This dynamics has been used often as a fi
test of closure ideas [12–14]. We consider a simple ma
ping closure proposed by Bayly for the three-mode syste
[15], which models the realizations by a quadratic ma
Xi ­ biNi 1 b4N 0

jN 0
k of independent standard Gaussia

variablesNi , N 0
i , i ­ 1, 2, 3. The resulting closure equa-

tions for the second momentsMi ­ kx2
i l, i ­ 1, 2, 3 and

the third momentT ­ kx1x2x3l are

ÙMi ­ 2AiT 2 2niMi 1 2ki (3)
© 1997 The American Physical Society 2563
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for i ­ 1, 2, 3 and
ÙT ­ A1M2M3 1 A2M1M3 1 A3M1M2

2 sn1 1 n2 1 n3dT . (4)

These are just thequasinormal (QN) equationsfor the
three-mode system, obtained by neglecting the four
order cumulants [16]. It was already noted by Kraichna
[12] that, unlike for Navier-Stokes, the QN closur
for the three-mode system predicts all positive ene
gies. In fact, forA1 ­ 2, A2 ­ A3 ­ 21, k1 ­ 1, k2 ­
k3 ­ 0.001, n1 ­ 0.001, n2 ­ n3 ­ 1 it gives steady-state
values

M
sQNd
1 ø 1.49875, M

sQNd
2 ­ M

sQNd
3 ø 0.50025 ,

(5)
T sQNd ø 20.49925 .

All of the second moments are positive, as require
by realizability. However, direct numerical simulation
(DNS) of the three-mode dynamics itself gives

M
sDNSd
1 ­ 4.46 6 0.03 ,

M
sDNSd
2 ­ M

sQNd
3 ­ 0.49876 6 0.00002 , (6)

T sDNSd ­ 20.49776 6 0.00002 .

While the QN predictions forM2, M3, andT are within
1
3 % of the DNS values,M1 is underpredicted by66% in
the QN approximation. As is well known, satisfaction o
realizability cannot guarantee that a prediction is corre
However, failure of realizability certainly implies tha
the predictions are in error. In Figs. 1–3 we graph th
approximate effective potentials of the energy variabl
Ei ­

1
2 x2

i , i ­ 1, 2 and triple productP ­ x1x2x3 in the
QN closure as calculated by the Rayleigh-Ritz algorith
for the above PDF model. The numerical method
outlined below and described in detail in [4,17]. It i
apparent thatVE2 and VP satisfy realizability but that
VE1 —which is negative and concave—does not. Thu
one may infera priori that the QN prediction for the
mean ofE1 is not converged. In this case, the failur

FIG. 1. Effective potential for energy in mode 1 in quasino
mal closure.
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of realizability of the predictedVE1 succeeds at detecting
the poor prediction for the mean value, even though th
classical second-moment conditionM1 $ 0 is satisfied.
In the same plots in Figs. 2 and 3 we have graphed al
the effective potentialsVE2 and VP obtained from DNS.
They do not agree with the QN potentials as closel
as do the corresponding means: the accurate predicti
of fluctuations is a much more stringent demand on th
closure. However, we note that the predictions of Bayly’
PDF closure [15] are at least qualitatively correct forVE2

and VP and give correctly the order of magnitude of the
averaging time needed to eliminate fluctuations in thos
variables. Of course, the prediction ofVE1 is not even
qualitatively correct.

The Rayleigh-Ritz algorithm used in obtaining the
approximate potentials from the PDF closure involve
a fixed point problem very similar to (and, in fact,
generalizing) the fixed point condition determining the
predicted steady-state moments themselves. The syst
of equations that must be solved in general is

≠V0

≠M
sM, hda0 1

√
≠V
≠M

!Á

sM, hd ? a ­ V0sM, hda ,

(7)

VsM, hd ­ V0sM, hdM , (8)

a0 1 a ? M ­ 1 . (9)

The vectorM ­ sM1, ..., Mkd contains the moments of the
closure, e.g., in the case above,k ­ 4 (and M4 ­ T ).
It is less easy to describe the role of thea variables,
but they are closely related to infinitesimal disturbance
of the M’s which would appear in a linear stability
analysis of the fixed-point moments. (They evolve like
covectors of the disturbances.) h is the vector of
“perturbation fields,” one associated with each variabl
Zi for which the potential is to be determined. In our

FIG. 2. Effective potential for energy in mode 2 in quasinor-
mal closure (DNS with error bars).
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FIG. 3. Effective potential for triple moment in quasinorma
closure (DNS with error bars).

previous calculationh ­ shE1 , hE2 , hPd. When h ­ 0
the vectorVsM, hd coincides with the dynamical vector
VsMd which appears in the closure equation:ÙM ­ VsMd
[cf. Eqs. (3) and (4) above]. The perturbations forh fi 0
are determined by the method discussed in [4]. Th
0 componentV0sM, hd is associated with the zeroth
moment M0 ; 1 and it may be written explicitly here
as V0sM, hd ­

1
2 hE1 M1 1

1
2 hE2 M2 1 hPM4. It is easy

to check that, whenh ­ 0, the stationary momentsMp

along with ap0 ­ 1, ap ­ 0 solve the system Eqs. (7)–
(9). Once the solutionsap0shd, apshd, Mpshd are known
for h fi 0, the effective potentialVZi is constructed as a
function of hi via VZi fhig ­ 2apshid ? VfMpshidg. To
obtain the potential as a function ofzi , the expected value
Zpshd ­ z must be inverted to givehi as a function ofzi .
For full details of the algorithm, see [4,17].

Our results point toward significant new directions i
turbulence modeling. The new realizability conditions ap
ply individually to all predicted means. We see abov
that they can successfully discriminate between poor p
dictions for one set of variables and good predictions f
another. Calculating each point on the graph of an effe
tive potential curve within a closure requires just the sam
amount of computation as that to calculate the predict
mean. It is therefore very easy to apply the above realiz
bility conditions as a check to detect poor predictions
advance, without expensive testing by experiment or sim
lation. This gives a strong incentive to the developme
of PDF closures, such as those in Refs. [6–10]. In co
junction with our variational method they can give som
a priori information in turbulence modeling. This is a
unique advantage, almost never obtained in other sta
tical closure methods.

It remains to be seen how well the Rayleigh-Rit
algorithm works to calculate effective potentials an
effective actions for Navier-Stokes turbulence when us
in conjunction with physically motivated PDF closures
It is thus worthwhile to give one example of the metho
for a statistically time-dependent Navier-Stokes flow. Th
l
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simplest such situation is freely decaying homogeneo
and isotropic turbulence with random initial data. W
consider a model energy spectrum

Esk, td ­

8<: Akm k # kLstd ,
a´2y3stdk25y3 kLstd # k # kdstd ,
0 k $ kdstd ,

(10)

which has been adopted before in this problem [18,1
As long as 0 , m , 4 it is commonly believed that
there is a permanence of the low-wave-number spectr
This motivates one to adopt the above self-preserv
form, in which the shape of the spectrum is unchang
in time except through its dependence on the parame
´std, kLstd, andkdstd. At high Reynolds number there is
only one independent such parameter, since the rela
kLstd ­ f a

A ´stdg
3

3m15 is required by continuity and, when
kLstd ø kdstd, kdstd ­ s 4

3an d3y4´1y4std also holds [19].
The remaining time dependence is determined by con
ering the evolution of the mean energyEstd ­

1
2 ky2stdl.

For the above form of the spectrum it is not hard to sho
[19] that the dissipatioń std ­

n

2

P
ijks≠iyj 1 ≠jyid2l is

given as

´std ­ Lm Epstd , (11)

with L21
m ­ a3y2s 1

m11 1
3
2 d

3m15

2m12 A
1

m11 and p ­
3m15
2m12 .

Thus, employing the Navier-Stokes equation via
energy balance, one obtains the closed equation

ÙEstd ­ 2Lm Epstd . (12)

Its solution gives a prediction for the energy-decay la
as Epstd ­ E0fst 2 tp

0 dyDtg2n, n ­ s2m 1 2dysm 1 3d;
see [19].

It is interesting to make a check on the variou
hypotheses involved in these predictions by means
the effective actionGfEg for the energy historyEstd.
As a simple PDF model for the above closure, o
may adopt a Gaussian random velocity field with t
assumed self-similar spectrum Eq. (10). The Rayleig
Ritz approximation of the effective action within th
GaussianAnsatzcan be analytically evaluated [20], with
the result

GsGaussdfEg ­
3

2sp 2 2dLm

Z `

0
dt

3
f ÙEstd 1 LmKpstdg f ÙKstd 1 LmKpstdg

Kp11std
,

(13)

whereKstd is a variational parameter satisfying

LmKpstd 1 ÙEstd ­ sp 2 2d

3 LmfEstd 2 KstdgKp21std . (14)

It is easy to check that, if the predicted closure me
energyEpstd satisfying ÙEpstd ­ 2LmE

p
p std is substituted,

then GsGaussdfEpg ­ 0. Further insight is obtained by
2565
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considering small perturbationsEstd ­ Epstd 1 dEstd
from the predicted mean. By a straightforward calculatio
it follows that

GsGaussdfEg ­
3

8sp 2 1dLm

Z `

0
dt

3
fd ÙEstd 1 LmpE

p21
p stddEstdg2

E
p11
p std

1 OsdE3d . (15)

This is the same law of fluctuations as would be realiz
with the Langevin equation

d ÙEstd 1 LmpE
p21
p stddEstd ­

q
2Rpstd hstd (16)
2566
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obtained by linearization of the energy-decay equatio
around its solutionEpstd and by addition of a white-noise
random forcehstd, with its coefficient given by

Rpstd ­
2sp 2 1d

3
´pstdEpstd . (17)

Thus, the smaller fluctuations from the ensemble-mea
value are predicted to decay according to a linearized law
similar to the Onsager regression hypothesis for equilib
rium fluctuations. Likewise, the expression Eq. (17) is a
fluctuation-dissipation relationanalogous to that in equi-
librium. A concrete consequence, testable by experimen
is the following prediction for the two-time correlation:
kdEstddEst0dl ­

µ
t 2 tp

0

Dt

∂2sn11dµ t0 2 tp
0

Dt

∂2sn11d
(
sdE0d2 1

2
3

E2
0

∑µ
tmin 2 tp

0

Dt

∂2

2 1

#)
, with tmin ­ minht, t0j .
o

o
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e
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Note that the coefficientsp 2 1d in front of the action is
.0 as long asm . 23. In fact, m . 21 is required to
give a finite energy. Thus, for all permissable values
m, the approximate actionGsGaussdfEg satisfies realizabil-
ity. One should be cautioned again that satisfaction
realizability is only a consistency check and cannot gua
antee correctness of predictions. Failure of realizabilit
as observed in the three-mode model, is more practica
useful, although in a purely negative way.

The previous examples and our variational method a
discussed in greater detail in forthcoming papers [17,20
Here, we simply wished to illustrate briefly the use of th
action principle. Future work will study the success of th
new realizability conditions in detecting poor closure pre
dictions for more realistic Navier-Stokes flows, of greate
interest to practical engineering. It should be clear th
very general PDFAnsätzemay be employed in our method,
either by guessing a functional form of the PDF or b
hypothesizing “surrogate” random variables to model th
actual flow realizations. Any guess of the turbulenc
statistics—such as the “synthetic turbulence” models
[21]—may be input to yield predictions for realistic prob
lems. We therefore expect our method to be a flexib
framework within which to develop novel turbulence clo
sures. Insights from simulation, experiment, and rece
theoretical developments can be readily incorporated. T
advantage of the variational formulation is that it provide
built-in checks of statistical closures which may detect
sizable fraction of faulty predictions in advance. By do
ing so cheaply, it can provide great savings in turbulen
modeling for practical engineering purposes.
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